EXIN
Artificial Intelligence

COMPLIANCE PROFESSIONAL

Certified by
=\IN

it

202511 frax



=%IN

Copyright © DMI Holding B.V. 2025. All rights reserved.
EXIN® is a registered trademark.

No part of this publication may be reproduced, stored, utilized or transmitted in any form or by any means, electronic,
mechanical, or otherwise, without the prior written permission from EXIN.

EXIN
Artificial Intelligence

£33 48 EXIN Artificial Intelligence Compliance Professional (AICP.CH) 2

COMPLIANCE PROFESSIONAL

Certified by
=XIN



=%IN
=E

Eizlisiip 4
S 5
BRI 37
HETES - 86

Z##4 EXIN Artificial Intelligence Compliance Professional (AICP.CH)

EXIN
Artificial Intelligence

COMPLIANCE PROFESSIONAL



=%IN
izt isAB

AiEZE EXIN Artificial Intelligence Compliance Professional (AICP.CH)#&#%& 4z, EXIN &z
HENERTIZER.

FAEH 40 BRIUEFRAR. SETEEEZMNER, BAXERIHRE—RIEHESR.
FMABNEORE 40 7. BEENSHE 19, BFEIRE 26 DEl LB EE.

ZIXAIIE)9 90 5%,

FEZENIREPEITLISE (ATEREER) .

IEN sy ey

=H

EXIN
Artificial Intelligence

Z##4 EXIN Artificial Intelligence Compliance Professional (AICP.CH)

COMPLIANCE PROFESSIONAL



=%IN
HiHS

1/40
(ANTHEREER) BREFEN—ILE. EF 15D, ZEREPETHELEBR.

(ANTHEREER) NEEBREMA?

The Al Act is a piece of legislation created for the European Union (EU). In Article 1, the Al
Act describes its objectives.

What are the main objectives of the Al Act?

A) ESFHEETINERRP, REHNENEATEESEMUMEELLERE, U RRTAE
=1
Guidelines focused solely on environmental protection, with no specific rules for high-risk Al,
no prohibitions, and innovation measures only for large corporations

B) thERREANERRIAIRSRIN, WHEEATERESSHRAYZELL, HNSXEAIRFRIEK, SHEMRN, ™
PRE, LAIRBIRTSZES
Harmonized rules for Al systems in the EU, prohibitions on certain Al practices, requirements
for high-risk Al, transparency rules, market surveillance, and innovation support

C) ZIMFEATEREEH, MUNERTERALERE (GPA) , ESHEMUAFLESNEATESRE,
VAR AN PR T A ERGMSEAAR RO BF S5
Prohibitions on Al practices, rules for general-purpose Al only, transparency rules excluding
high-risk Al, and support for innovation restricted to non-European entities

D) ATERRFRMUNRTLZEMMER, RIEFFEATERELE, ESREANGERTENEATE
88, LARISHICIEAHBRTES MOBIFTSZH
Rules for Al systems limited to safety and health, prohibitions on all Al practices, transparency
rules only for high-risk Al, and innovation support excluding startups

2/40
RiE (ATEREER) | AEHMNEREREHA?

According to the Al Act, what do accountability and compliance mean?

A) ERHENETHFAFRMISERE, MERENTRSNEEERAEITIRIEINES,
Accountability focuses on maintaining user privacy and data security, while compliance relates
to the integration with existing IT infrastructure.

B) g%ﬁg?‘éﬁ’ﬂ%iﬂ\l%‘ﬁ‘ﬁﬁﬁﬁﬁﬂhE’Jﬁﬁ%‘%ﬂiﬁﬁ%ﬁ&ﬂ*ﬁﬂ%&, MEMENEREETEEZIN
Accountability involves holding developers and operators in Al development responsible, and
compliance means adhering to legal requirements.

C) IRFIREWMRATEERFNFAREZEERNE, MEMENTNi#ERFIERIRT.
Accountability is about ensuring that Al systems are profitable for developers, and compliance
involves meeting user demands and preferences.

D) EERFIZREATEEAFNERFNERERRE, MEMEUTIREET A TSI TITE,
Accountability refers to Al users being accountable for correct use of the system, while
compliance means following industry standards for Al innovation.
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;Ejﬁ (NTEREER) , EATERRFEZMINNAZTEHENR, DHBRERE. AFHMER
Io

(ATEREER) PR TFRI—ITURZEAA?

Under the Al Act, individuals affected by Al systems have specific rights to ensure
transparency, fairness, and accountability.

What is a right explicitly granted under the Al Act?

A) FESATERERAHITRESZRIEFMAIF)
The right to be informed of interacting with or being affected by an Al system
B) ZEKipRI A TERERFIRAIDHINF
The right to demand access to the source code of the Al system
C) ZIEATERSSHTERBSRRRIIEFIRA
The right to prohibit the use of Al in any decision-making process that involves them

D) ZEKMIPRA TERERFFIER N AZURAIF!
The right to request deletion of personal data used by the Al system
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ZiE—RPNEPI (SME) NEME, ARWE—RATEIMNEFSHHIHATEERRFRY
i, ZABHAARIERS, MENS—HNEEWE, R (ATEEER)  RALERERER
WA AEXE AT ERERS.

TIPS RIHR A EERETNIEA T ERARINE TR NS, M EWL TR TE
8, BREATEINES,

EREANTERRAFPIINS, RKIBANEEA?

Anna, a compliance officer at a small or medium-sized enterprise (SME), is responsible for
overseeing the implementation of a new Al system used for automating customer support.
The company did not build this system but is buying the system from another provider. The
Al system is classified as a high-risk Al system under the Al Act.

Anna has been asked to ensure the company complies with user obligations when
deploying and monitoring this Al system. She must determine which actions must be
prioritized and which actions should be avoided.

What should Anna not consider, given the obligations for Al users?

A) EARSHNEIMERIER T, #—SHRA TSR ELNEREIRREE
Developing the Al model’s algorithms further to enhance its decision-making capabilities
without involving its provider

B) IFHCRATERERFAIERE, FHRFTESERAREER
Keeping detailed records of the Al system’s performance and ensuring compliance with
relevant reporting requirements

Q) BEATEERGNE, LSRR TRt

Monitoring the performance of the Al system to ensure it operates as intended and complies

with safety standards
D) HRIEEFEER, AEXEETWIREATERERFHIH T EE M=

Reporting any serious incidents or malfunctions with the Al system to the appropriate
authorities as is required by law
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—PMAIRFERAT R ZARBRIRNAKRIRE]. B —MEREREZAIRFIIEIERIFAIRFAIERL
(fIan CEREIERIPEA) (GDPR) ) GRS EEERX.

XAMELRZEAN?

An Al system for facial recognition is used for security purposes in public spaces. One
organization is most relevant to overseeing compliance with data protection and privacy
regulations, such as the General Data Protection Regulation (GDPR), for this Al system.

Which organization is that?

A) RuMiEZEEHEL (BEUC)

The European Consumer Organization (BEUC)
B) RUMAILEREEZR% (EAIB)

The European Artificial Intelligence Board (EAIB)
C) BUMiERE (EC))

The European Court of Justice (ECJ)
D) RRiMEHERIFEZER S (EDPB)

The European Data Protection Board (EDPB)
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—REWHFRT—TRATMUSENATERERS. ZRZFEANANSRFES (ML) BEAMER
ESEH &, E—REMEEF, HAKITLATX:

- TREBBHANEY, RESEMIRTA TERER SN I IREE.
- AT ERERFEA MEHEFRINBIRR B2 IR,
- EFIIFICEENE,

ZABWIEST ( ATEREERE) . Altt, ZEWRATISO/IEC 42001 FREFNIST A TEREX S
EEMER (RMF) .,

HRIBLAERIIESR, 1% M R SRENBPL R TSR AR RIX LA ?

A business develops an Al system for personalized marketing. This system uses machine
learning (ML) algorithms to tailor advertisements to individual customers. During a
compliance review, the team identifies the following risks:

- There is no documentation that clearly shows how the Al system handles data.

- The process of how the Al system makes personalized recommendations is not fully
understood.

- Customers are complaining about these issues.

The company must comply with the Al Act. The business uses the ISO/IEC 42001 standard
and the NIST Al Risk Management Framework (RMF) to accomplish that.

According to this standard and framework, what should the business do to resolve the
issues?

A) BT—FRFIBFAEE (UX) K, LERBSKTIRY. SFMUMEFRFRRR.

Conduct a series of user experience (UX) tests to get feedback on usability, learnability, and

customer preferences

B) METRESRFHIFUWERME, LUBFRAN@Z. ERREEMBFE5E.
Focus on improving the system's prediction accuracy to improve cost efficiency, customer
satisfaction, and engagement

C) SCE—EXHMRIE, FHERBEERR. EZENEERRIRE.
Implement a documentation process that details data sources, processing methods, and
algorithmic decision-making

D) ARFEFEM, LIRRERIMIBRE,. BeldElEsiNErmaE,
Upgrade the system's hardware to ensure faster processing, greater efficiency, and higher
customer satisfaction
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7/40
—REWFERT—PATEERSE, BTRUERRA. ZRGERERERSEEGL, ATl
WAL, NREFRVEEALT SRS, E=BFMFTEIRKRIA,

ATREATERRAAIERE, 2 EWARETHAET — MR ASRETERE, FESRRIREAT B B
EFEWARRGER, LALARGHIEEZIGETE.

IZEWIFEE S TEIRRIPRBITE (DPIA) . RAEEIAHERSIRATEHITOPIA, R
DPIAZEHIMRY, HNVERIETHEAAIREHT: 2MWE, RRNEEFBEZE.

zlimEsT ( ATEREER) M (BRUERIFEG) (GDPR) .
ZEWIE RSB NIZHITDPIA?

A business develops an Al system to monitor patients who are hospitalized. The system
uses high-definition cameras inside the patients' rooms to monitor the status of the
patients in real time. If the system detects a patient is in distress, it automatically calls a
nurse to the patient’s bed.

To improve the performance of the Al system, the business wants to start building a
database of videos of the patients with a note from a professional at critical points in the
video, to build more training data for the system.

The business is considering doing a data protection impact assessment (DPIA). The team
responsible is unsure if a DPIA should be done at all. If a DPIA is mandatory, the team
wants to know when the assessment should be done: now or only after deployment of the
update.

The business must comply with the Al Act and the General Data Protection Regulation
(GDPR).

Should the business do a DPIA now?

A) B, ERMNTHENERAANFERENEHIATEERE, FEHITDPIA,
Yes, because a DPIA is required for Al projects that could pose a high risk to the rights of
natural persons.

B) 2, ENEHIWEN AEEERIIBEFEHITOPIA, BIEEZIE XEEYE.
Yes, because a DPIA is required for any project that collects personal data, even if the project
is low risk.

CO) A, EARTHEIEN. HEBRFARNEIEARTEHITOPIA,
No, because a DPIA is not required for using data for training purposes, education, or
scientific research.

D) &, FEADPIAMREATERR S 2R, WRAIREZ A FTEHT,
No, because a DPIA is only required after the Al system has been fully developed, tested, and
deployed.
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—REWFRT— BTN ARRBINATERERR. —RKIUALRRATHZATEERSEPE A
ThE— M AHEYP0. ZEFTERELE, BEHSSEFRICHBAEREERFHTIX
X, FRCHAEXLEGRERE DY HANEE. SANCRILEERE MNHRSRWERER, LIHEt)
EENSELRATIANITLTA.

RiE (ANTEREER) | RATEERFERERNISETESE5]?

A business develops an Al system for real-time facial recognition. A private security firm
deploys the Al system to monitor a public shopping mall. The system scans all visitors,
cross-checks them with databases of past offenders and political activists, and flags visitors
that are listed in one of those databases. Visitors that are flagged are covertly tracked
throughout their visit to assess whether they engage in what the security firm finds
suspicious behavior.

According to the Al Act, in which category should the use of this Al system be classified?

A) FEIEEZRIXEG
Unacceptable risk

B) SXBLAY
High-risk

C) BIRXEEZAY
Limited-risk

D) {RMXBLEZXBLRY

Minimal or no-risk
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—HKIMTHERATSRRRNERERES T ANSHESHE. XEENEAEH SRR T
e ERHTSORYT SR, FRIANARNISHE. ZIMTHABATEEHETAPREERTS, &
[EHEREREILRT B RIHEAT SN,

A THET (ATEREER) .
BRI THE SN RS PREE RIS ?

A travel agency uses an Al system to develop dynamic, targeted marketing campaigns for
their vacation packages. These campaigns include real-time advertisement placements on
social media and travel platforms, using the individuals' browsing history. The travel agency
uses Al to infer the user's emotional state and then suggests customized destinations and
activities.

The travel agency must comply with the Al Act.
What risk must the travel agency address?

A) E@i"é?ﬂﬁ)’ﬂﬂ’ﬂﬂﬂﬁo I INOZERRE )| 145:80E, LUB SRR AABRRY B AU E R HERT R Z0IK
Thoe risk of including potential biases. They should update the training data regularly to avoid
suggesting irrelevant destinations or infer wrong emotional states.

B) U SiEsIRIXE. MEIMZMETEHRFZE, BA (ALTEREER) MEEME 5.

The risk of ineffective advertising activities. They should focus on updating the algorithm,
because the Al Act does not cover personalized advertisements.

C) RZFERERIXBG, MINIZRIEATERNATE, HEEFIRL, FHh SEEaralt
i,

The risk of lack of transparency. They should guarantee openness about the Al, reduce bias in
suggestions, and evaluate if the advertising activities are ethical.

D) AN ABURRIXEG., tEIROZELIEERATERIKERMELIIEE, BN (ATEEER) FEIEED
NIRRT ER &.

The risk of misusing personal data. They should stop using Al-driven personalization because
the Al Act forbids using personal data for targeted advertising.
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—RKABFR T —AATEREER, AINATEEAETRENSRIERNSMT. BTEZM
A, ZATERRESS AR R HR T B X,

ZARIFRTHA, URIRE (ATEEER) | 2 SN SChERRLsER?

A company developed an Al model that can be used in various industries, including
healthcare and finance. Due to its wide application, the Al model carries potential risks to
public health.

What did the company develop, and which practices should the company implement
according to the Al Act?

A) ZREFRTEERGEXKATERAATER (GPAI) . BN TEIMINTELURR XS,
The company developed a general-purpose Al (GPAI) that carries systemic risks. It should
conduct additional tests to mitigate the risks.

B) ZABHR T EMXEATERRSR, BhLE ( ATERER) PHARNREEKEATEERS
AIZK,
The company developed a high-risk Al system. It should implement all the requirements for
high-risk Al systems as outlined in the Al Act.

C) ZRAFART—MEEBEALERRE. BNHRZEENETE X SRS TATEEXEE,
The company developed a narrow Al model. It should ensure the model operates only within
predefined parameters to prevent risks.

D) ZARIHR T — LM AT SRR, BNETHARMALR, MAEIZEPHITRGEE,
The company developed an experimental Al model. It should focus on research and
development without immediate risk management.
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—NMARFEFA— I EXEATEERS, mUNERETS, FREMNRBIHSMXE, SiEidET
BUA—NMGEAETRER. XEX AT RERREAIMRE A A,

ZARAIEST ( ATEREERE) . Altt, fBIIRATCEN/CLC/TR 1811528,
RIEZIESR, ZBALRNREUT AR FESRARRIX LN ?

An organization develops a high-risk Al system. During testing, the development team
identifies various risks, including inconsistencies in data completeness and the presence of
outdated records. These risks could negatively impact the model’s performance.

The organization must comply with the Al Act. They use the CEN/CLC/TR 18115 framework
to do so.

According to this framework, what should the organization do to address these risks?

A) BTEUERRIPSBIHE (DPIA) |, LUBRATERERRAIAFIERIRT
Conduct a data protection impact assessment (DPIA) to address the fairness of Al decision-
making

B) ERMMMYINZREIEFINGRETEES, ARG LIERERAGHIE N ASYE
Encrypt all training and testing datasets using protocols to prevent unauthorized access to
personal data

C) Lie@AXEESIENE, LU EIAEEFIREXGE
Implement general-purpose risk controls to reduce the mentioned operational and
reputational risks

D) BN ARSI REEFIRITHHMb T RIES SRR E
Improve the data quality by applying structured quality metrics and statistical evaluation
methods

12/ 40
(ATEREER) mir T 5EATERRFEXNHE,

"ANTERERFHIHOE X—ABNENZEHA?
The Al Act describes several roles connected to an Al system.
What is the definition of the role 'importer of an Al system'?

A) DECHEXEERRT. FFRMEEATERRRN N ASER,
A person or organization that designs, develops, and markets an Al system under their own
name or trademark.

B) BATERRFRHHHENTERAEF KRR ASER.
A person or organization that places an Al system on the market but is not responsible for its
original development.

C) HEHIZEFEAATERRAHHRETAMAR XS N ASER,
A person or organization that uses an Al system in their operations and ensures local
compliance with user obligations.

D) ARMEATERRERFEOZERE (ATERER) ENARETIM.
A regulatory authority tasked with monitoring if the Al system is imported in compliance with
the Al Act regulations.
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—REWFR TP BETENEMRZEEFNATERERS. ZRRDTRBELARB I REENF

gﬂgﬁg}’ﬁﬁ?ﬁﬁéicﬁfﬁ‘éﬂﬁm%ﬂ@ﬁ“iﬁ&‘%EI’\Jis"eﬂiLl&H)’Ei’E%H%Z:I%ﬁEﬁZQE’\JTEE, ZEINREIE
SAHIRIZIEDE.

ZeWmET ( ATEREER) . NETFNRRITE, ZE(ERTISO/IEC 238945/,
HRIERAE, Iz N SRER L SRR L RIRE ?

A business develops an Al system for fraud detection in financial transactions. This system
analyzes transaction patterns to identify suspicious activities and prevent fraudulent
behavior. Given the potential for false positives that could impact legitimate transactions
and the evolving nature of fraud tactics, the business recognizes the need for effective
safeguards.

The business must comply with the Al Act. To help prevent issues concerning false
positives, the business uses the ISO/IEC 23894 standard.

According to this standard, what should the business do to prevent these issues?

A) BXSEEERNREENT, URRESENNEFEREXG
Embed risk management into all activities to ensure comprehensive oversight and proactive
risk mitigation

B) IESEEUEICAAENE, LURIPEURMSEFHETISRAIERL
Enhance data privacy measures to protect sensitive information and comply with privacy
regulations

C) TXTIESEEVERMY, LIRRESAIMREARARERMIRR
Focus on improving model accuracy to ensure reliable performance and minimize false
positives

D) SLiEMEZEEIE, LURIFRARZINBRMAIREFZINAITE
Implement cybersecurity measures to protect the system from external threats and
unauthorized access
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—KHEATERA TSNS AR AR TRERS. AENETEE, —BER
FRAFMA TSRS ERAVERIEmEE, R RMRIRERA TSRS
HEH. EATHE, XET-RFEREERARE, TEER.

&, FRORENEETE T — P XREER, SHT R, FEHERAR, SF(IAEXNE
&, (BN TERREATEEMRBBERX MR,

ETRRYTINZRZMA?

A manufacturing company uses robotic devices driven by Al for quality control on its
assembly lines. The investigative team notes that an anonymous whistleblower claims the
Al system lately shows an unusually low number of faulty products. The reason for the
underreporting of faulty products is a software update of the Al system. Upon manual
inspection, the products are faulty and unsafe to use.

The report states that the new defect detection algorithm produces a crucial error that
causes the false negatives. According to the whistleblower, managers knew about the issue
but did not address the issue, to avoid damaging the company'’s reputation.

What should the next actions be?

A) - BERIEEFRER

- IR 3OREPATFE, NIEREXEET IS

- Adjust the internal algorithm to address the problem

- Notify the relevant competent authority if the issue still exists after 30 days
B) - REPAEEEATRMAER

- VRIS R ERIEEREXEETIY

- Investigate the problem internally and start solving it

- Notify the relevant competent authority of the occurrence immediately

C) - FEZRAZRNEE
- IIRBEEFRIOF, WBKEXEETIY
- Research the whistleblower’s reasons for reporting
- Notify the relevant competent authority if consumers start complaining

D) - FIEEERATERERFHIIHREIRTTE
- X{ES TR BEREXEEY
- Stop using the Al system and switch to an older method
- This makes it unnecessary to inform the relevant competent authority
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MedTech Diagnostics AEHFR—MNEXEA TERER S, BUXFTEERGISHETINR. BiE
HEUUTHEM:

- NRIEEIINBEL, BRZATERRATS (ALTERAR) rRE.

- B TSN EIEER, BTRAIMEREERR, AHET NS,

- ANITERERGEREAFMICREEIR 2T, LIRIRSMELT,

- BAFRM T EMRSAEIEI, ERATEREARRIIIERRME.

- FFE AT EREERRNSHTEREREHER, BEIETEWARNEE, BE 7 AKH.

Z A EIERIZSENE A7

MedTech Diagnostics uses a high-risk Al system for diagnosing medical conditions from X-
ray images. They have the following in place:

- The company has passed an external audit to ensure the Al system adheres to the Al Act's
standards.

- A robust risk management framework identifies and mitigates potential issues, with
contingency plans in place.

- Detailed records of the Al system's operations are securely stored for accountability and
audits.

- Clear documentation and training are provided to users, explaining Al decision-making
and limitations.

- All Al-generated diagnoses are reviewed by medical professionals before being finalized,
integrating human judgment.

What else should the company implement?

A) ffiIROZIEINfESNEIRRIERER, DIEHFEA TERRFRITEERMAT .
They should add robust data governance procedures to maintain the reliability and fairness of
their Al system.

B) ffiIRLZIRA TERERFRBINTIIZTT, THRHTANTRURESHE,
They should ensure that the Al system can operate independently without any human
intervention for efficiency.

C) MINIZSEE—PRSE, BafEBARRER, LINRIZEHIIE,
They should implement a system to automatically override human decisions to speed up the
diagnosis process.

D) ffiIRiZBE—1INRE, RIFEEREA LSRN EFERMINETIER,
They should include a feature that allows patients to directly modify their medical records
based on Al suggestions.
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—FIRE AL T —EFNATLEEERITD RS, 1ZRSG LARRAEEIREATLEIEE. 1R
BUHLATIXBE :

- REZELADGEE. NRERNIGAY, BELVERBAANBELFHIFED
;Piﬁﬁﬂaﬂgﬁfiﬁﬂgﬁﬁﬁ BETFT AT ERENS EERRIELERETE E&EELETE’\JEZ%&T%W%
BIRENE.
- AFAGDPR, (BR#UERIFEGIY (GDPR) XHEIMELEREZEELHEN ABUEEREREK,
- (ISRINEREIRE,. RITAEFEV/RELISIRME A T E BRI E SRR,

IZIRBE N EET (ATEREER) .
ERNXBEXSTIEST ( ATEREER) KnRAEE?

An insurance company implements a new Al-based credit scoring system with access to
both internal databases and public databases. The following risks are identified:

- A lack of proper training data. If the model is not trained well, it will be difficult to
accurately determine a fair score for people.

- Integration with other applications. It will be difficult to integrate the Al-based engine
into the rather complex and at some points outdated application environment.

- Non-compliance with the GDPR. The General Data Protection Regulation (GDPR) has
specific requirements for the autonomous processing of personal data by automated
systems.

- Transparency and quality of the model. Both the employees and the customers must be
able to understand the results and decisions of the Al model.

The insurance company must comply with the Al Act.
Which risk is not important for compliance with the Al Act?

A) TRZIEZSA)IGENE

A lack of proper training data
B) SEfhN FEERRISER

Integration with other applications
C) A~FFEGDPR

Non-compliance with the GDPR

D) RENIEREMERE

Transparency and quality of the model
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—REAFERIOTR—EATERERS, BTN ASRERPOIETERR. ZRESATENN
0%, CRRENENRBIE R TANAHRBMES RS, XE— I FPIEHE. EeReRF
HRICTERIEXRIBENS.

LiEZA T EERFR DT TXL?

A government agency proposes an Al system to help with predicting crime hotspots
around the downtown area of a larger town. The system will be used for automated
surveillance. It is programmed to automatically identify persons that display suspicious
behavior and report them to the local police. This is a great opportunity for preventing
crime, increasing feelings of safety, and ensuring justice after crime.

Are there any risks related to implementing this Al system?

A)

B)

9]

D)

2 EHNBETEMRRNALISREZATERBNRUNKG, XATgeAN T HE N AT AFIHAL,
Yes, because an Al system that is used for automated decisions carries the inherent risk of
bias, which may unfairly disadvantage individuals.

=, FER AATERER) MlRSERAFENL SN, IUETFEMREIEATIZATERE
LR RS,

Yes, because the Al Act foresees so many privacy risks with surveillance systems that it
outright forbids its employment in public spaces.

A, EAECIEERNILS, ATERRFIBEENXE, BAeiIBTEasizs.

No, because in crime prosecution and prevention, Al systems carry no particular risks since
they are used to enhance public safety.

N, BARHTHENATERRFRS T HERRENKE, ERARREEMN, 2EANER,

No, because public domain Al systems boost efficiency and carry no risk, since the decisions
are objective and free from human error.

Artificial Intelligence

COMPLIANCE PROFESSIONAL
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—HKBAEEFA— T ATHEENATERERS. £REINT, BRBIE—MXE: 2R 5ah
ZEPREREFESSIRIZA, TTESEUIIMER. BAIEREENTNASX LB,

ZRLIET ( ANTEREER) . NEBERIUXG, ZBARERTISO/IEC TR 243681HtE.
WRIEZIE, ZARNREBL S FESRE AL XS ?

An organization develops an Al system for recruitment purposes. During internal testing,
the team identified a risk: the system sometimes unintentionally favored candidates from
certain backgrounds, leading to potentially discriminatory outcomes. The team is now
unsure how to structure their response to these concerns.

The organization must comply with the Al Act. To help mitigate the risk, the organization
uses the ISO/IEC TR 24368 standard.

According to this standard, what should the organization do to mitigate this risk?

A) BEZZE, RENUFIHEEERMLTERADRER

Adjust the algorithm to prioritize demographic quotas based on employment statistics

B) RVTMIESE, MIIFERBIRATE A O 50R

Adopt a zero-data approach by removing all demographic data from the training set

C) MAMBZEENRE, RIPMREASIEFIERRGEE

Apply cybersecurity measures to protect candidate data and enhance system integrity
D) SLiEFIEERXESSE, LORBIFEREERI
Implement a stakeholder engagement process to identify and mitigate potential biases
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—RAREEFR— T ATERERIATERRR. ERHUKF, SHEARI—XEG: &2
RRISIERZERE, FEXGITERISHEER.

ZALAEST ( ATEREER) . ZBRAERTISO/IEC 42001HRAEFINISTA T EREXGE
EHEZR (RMF) .

MRIEILCFREAINESR, 1%V N SRERP L FERES AR RIX —XIBR ?

An organization develops an Al system for loan approval. During internal testing, the
compliance team finds a risk: they find a lack of transparency in how the model makes
decisions, as well as limited documentation for risk evaluation.

The organization must comply with the Al Act. The organization uses the ISO/IEC 42001
standard and the NIST Al Risk Management Framework (RMF) to accomplish that.

According to this standard and framework, what should the business do to address this
risk?

A) RIEEFENNEZ SISt TR SIS

Conduct a safety compliance assessment based on recommended cybersecurity guidelines
B) ZBEMERAALERRRHT BRI Fa RIS

Decommission the Al system immediately and transition to a manual loan approval process
C) EX—EIEREREFEEITY, FCRRREELEIE

Define a measurement plan with transparency metrics and record decision logic for oversight

D) ERGHEREERS, URATREHMRRIKIR

Rebuild the system using synthetic data to eliminate as many sources of bias as possible
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—HRMFHNVEHIERTR T —ASEEMHER (4R) , ZFEPERE T BT EBRERIATERE
PHRRBIFRA. EAERES, R T LAIXE:

- SRR, RENRETHRIBEIZIR,

- ZIEEETREELIEE, EABEAMEEMERIIRT.

- AR ARAKHEE AR EN A MR,

- EATERRFTTENER, FRAMEANEEREIERE .

SNER (AT EREER) SRR, DARRAIRRE?

A leading automotive manufacturer has developed a highly automated vehicle (level 4)
equipped with an Al-based object recognition technology for road safety. During testing,
the following risks are discovered:

- The system'’s ability to detect speed bumps is compromised under low-light conditions.

- It might be hard to sell the model, because it does not know dimensions of other vehicles.
- The developers are not quite sure how to explain how the model makes decisions.

- Not all stakeholders were asked for input during the development phase of the Al system.

When only looking at Al Act compliance, what must be addressed?

A) DICHBREMH TN ERIXEG
The risk of insufficient testing under real-world conditions
B) ATERERRRZFERPEAIXEG

The risk of lack of transparency in Al decision-making

CO) AT ERERGIEMEMEAIR AR

The risk of limited scalability of the Al system to other vehicle models

D) ATHEREFAIETHIBEXESSHERIING

The risk of limited stakeholder involvement during Al development

Z##4 EXIN Artificial Intelligence Compliance Professional (AICP.CH)
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;fﬁ RATEEEE— N ATERERSR, LMLAEEXREHIR R RERE. 1ZBREERERN
1EHE:

- —NABRATERRE, BENERIEEROZEASTIENEIIAIL
- —PMHRRATERRE, JLMSEEFUMERE.

ZABWRET (ATEEER) | ERIBAEFEEIFAIRA.
RFMRERIESIZ AT ?

A logistics company is building an Al system to optimize its delivery paths and lower fuel
usage. The organization is weighing two choices:

- A closed-source Al model from a vendor who guarantees speedier installation and verified
compliance certifications.
- An open-source Al model that allows for great customizing and transparency.

The company must comply with the Al Act but also wants to balance innovation and cost.

Which model suits this company best?

A) IRATEREE, RACFAREERE, AXIERIEE. XFHETAEMAITEME.
A closed-source Al model, because it is intrinsically more secure and trusted by authorities.
This reduces the possibility of non-compliance.

B) MRATERERE, EACRMTUAENSHMN. KR T ABIERAS (ATERER) NRE.
A closed-source Al model, because it provides pre-certified compliance. This lessens the
company's burden of proving Al Act compliance.

C) ARATERRERE, AACRIESEER. XETFRECRAIE =i EER,
An open-source Al model, because it guarantees complete transparency. This helps with
documentation and auditability requirements.

D) FRATEREE, AAERZ (ATERER) SHAR, XEEAFEREELFIAER.
An open-source Al model, because it is excepted from Al Act compliance. This is due to the
source code being publicly available.

22 /40
(ATEREER) NET AT RNEERICIERN.

IBRIARBIX LR 2 —?
The Al Act defines ethical principles for Al development.
What is not one of those principles?

A) TJfERRE
Explicability

B) A
Fairness

C) RETBH
Loss prevention

D) BEATEREEN

Respect for Al autonomy
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—FBIAREETFA— P ATERRS, SERTREDIFERNTREGIRIZ RIRHEI R
MEEES, ZRGWEFERIRINZITHEE.

RiE (ATERER) | XRVENTEXENZERBHA, UFEEIHSRE?

A startup develops an Al system to assist with personalized learning in schools by tailoring
lesson plans to individual students’ needs. The system collects data on students’
performance and learning behaviors.

According to the Al Act, what should the startup consider here, to balance innovation with
regulation?

A) BRBRFRCHABNE, LIEEIMNMIERE, FEEIFNIEEMNEE
Avoid labeling the system as high-risk to circumvent additional regulatory burdens and
streamline innovation

B) MRATLERERAZE —BMEHEHFEENRRFEN

Ensure the Al system undergoes a conformity assessment and complies with high-risk system

regulations

) CiERSAUMIERFII, EEVERFEN, enBEma

Implement robust data protection features but take out user notifications to avoid delays in

deployment

D) BRSK (VHELTAIFR, LIRFISXIGSMEKRAIRN

Market the system to private schools exclusively to limit the impact of high-risk compliance

requirements
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—RERWEY Fintegra IEFELiE— M AT ERERS, ATQNRZZPHENETA. ZRRF2HE

X,

BEFNRZZESHAOSREIEHITOHT. Fintegra BUET (ATEREER) MEiERIMLE

Fintegra ETHIER/IMCERNEESNEMHA?

A financial institution, Fintegra, is implementing an Al system to detect fraud in
transactions. The system requires access to customers’ transaction information and
demographic data for its analysis. Fintegra must comply with the Al Act’s data minimization
requirement.

What is the best way for Fintegra to comply with the data minimization requirement?

A)

B)

9]

D)

gj_;,{ i]%ﬁ%% WATE R ZEEF MR EARRBBAAREIRUSEER, BMEXEAERS T RSN B
: § Ego

They should anonymize all transaction data and remove any data that identifies a natural
person to comply with the requirement, even if that data is critical for fraud detection
purposes.

EAIROZWEERT B N ANFHER, BIESBfEimElt, LIRRSHO TR EHERRISuH, 7R
BEIKAY It Z 2 TR EEE,

They should collect all personal details, including full name and precise address, to ensure
precise analysis and improvement over time, and securely store the data as long as needed.
ggﬁt_\éﬁ#%%ﬁ%ﬂi%ﬂﬁﬁuE'—ﬁ*ﬁiﬂﬂﬁﬁ’ﬁ’fﬁ%E’JEE*&?}E, FHEESRAMEN AFRER, HIUNEFRIZRE
=t o

They should limit data collection to transaction data that is relevant to detecting fraud, and
avoid processing personal details, such as the customers’ full name or precise address.
INIZRSRE (ATEREER) 19, FKEANTRIRNEHEZEREEE, XEARERD 73
PMAFHER (NEFER) HIRNERLLE.

They should share the collected data only with recognized vendors compliant with the Al Act,
which minimizes internal handling of personal details, like the customer’s full name.
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EduTechIEfESLiE— M EENFIFE, ZTFAERATERERMHEENZEIRR . ZTER
EFENMIRIDERZESIEE .

EduTechRzfRMBLEXEE, LABBIRIZA TERER ST SCIEMER?

EduTech is implementing an adaptive learning platform that uses Al to personalize learning
paths for students. The platform adjusts the difficulty of tasks based on individual
performance.

What risk should EduTech mitigate to ensure the ethical use of this Al system?

A)

B)

9]

D)

RIFIEAAINEE, EAXLESSHRLEZERIEANFIMNBHSE. XX B EREEMERR
AT ERER G SIREME SR ERR.

The risk of bias and discrimination, because these would lead to unfair advantages or
disadvantages for certain students. This risk is mitigated by regularly reviewing and updating
the Al system's data sets and algorithms.

HEERESARINEG, XATRESEFETAEFMFIMRUYEREE., XFNEBIATEERFAIRE
IR RERER, LRHFEESEE,

The risk of over-reliance on technology, which could result in students not developing critical
thinking skills. This risk is mitigated by keeping the Al system's decision-making process
confidential to stimulate students to think more.

FFAHERRIXIRG, EASURAIFELUE, SEMIIAERIN, TRESEASNIESRRE, XMXEETE
SHMETIRES A L ERERFRISARMERERERR.

The risk of privacy breaches, because sensitive student data, including their performance
could be mishandled or exposed. This risk is mitigated by focusing more on improving the
technical performance of the Al system.

EREIMAINEG, EAFEMBE LEET N ERRARENIMEN. XMREEBEHRERA TSR
RREREATRENER FMETRER, XERT A AFE.

The risk of transparency issues, because students and educators may not understand how
decisions are made. This risk is mitigated by ensuring that the Al system operates without
human oversight, which ensures fairness.

Artificial Intelligence
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—RKEGRZETT INSRBINSHINIGT . IR T — M ATEEIZIRS, LIhEhREIZEN2
. ZREDTBELIE. mEMRGAE.

ZRGEEE (US) AT, BEE (EU) N—EEFEXRBERMZEAS, BNz ATERE
RSN TRRIEREEWRIER. MR REATEEERAIBIESIRIZIIEWANRIIEZR.

AR RAIZA LSRR AEXAIXGE?

W

A hospital department specializes in the diagnosis and treatment diseases. They develop an
Al diagnostic system to assist in identifying rare diagnoses. The system analyses patient
data, medical history, and imaging scans.

The system is successfully adopted in the United States (US). Some medical specialists in
the European Union (EU) want to adopt the system, but they do not have clear
understanding of how the Al system works. They also do not have special knowledge and
experience in monitoring Al or recognizing malfunctions or misdiagnoses.

What is not a risk associated with the adoption of this Al system?

A) RZBEHMATEERIXBE

The risk of lack of effective human supervision
B) HTEmMREISEIRZHIXEE

The risk of misdiagnosis due to automation bias
C) HBTRZEHESEAMSERING

The risk of mistrust caused by lack of transparency

D) REFNHEBECRAINE

The risk of unauthorized access to patient records
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—REEWFEFAKEEREDFIATERERS. EUNEES, BAKINESRER (GRS
KERIBNE) SSEEINRME, tHiaRAEmEE. XEERASESHIFAHE, fIaNRERE
FEHESFERRBIAR, NMAESREENNE =S H=8RYER.

ZRLIET (AT EREEE) . 19t ER T CEN/CLC/TR 18115#&28,
RIEZIESR, AT E RN R R AMA R RIX NEIRE?

A business makes an Al system for smart home assistants. During testing, the team finds
that voice recognition errors, such as confusing similar-sounding words, lead to unintended
actions, like turning on the wrong appliance. These mistakes can cause privacy breaches,
such as recording conversations without consent or misidentifying users, potentially sharing
sensitive information with unauthorized parties.

The organization must comply with the Al Act. They use the CEN/CLC/TR 18115 framework
to do so.

According to this framework, what should the Al provider do to address the issue?

A) HEFNZEXES ST, BRI AT SRR L FREBNAREE
Create a stakeholder engagement plan to get different views on how the Al system works
B) #HTCERmITAL, LT S ReREENTFRIRSRANBS
Do an ethical impact assessment to understand privacy risks of smart home assistants
C) BEIFERRFNEIEFIERICE AR RSIGEIERE
Improve the training data quality by using systematic validation and error-checking methods
D) BIIMMERIFES R LLARHE R SRR E

Increase data security with encryption to protect voice data and prevent data breaches

28 /40
—HREHRARIRARILER (ATEREESR) BHEIAICREEEYMHERBIA T ERERE.

SHX—EAU T HRIEZL TR A?

A technology company was found to be using an Al system for real-time remote biometric
identification, which is explicitly prohibited by the Al Act.

What is the appropriate penalty for this violation?

A) BFIENES, LT
A formal warning without financial penalties

B) &EAIA750HTE E—UBEE SRS FEEN 1 %R TEETI
An administrative fine of up to €7.5 million or 1% of the total global annual turnover in the
previous financial year

C) &SHIA15005 B Te L —EFEERCFE W3 %A TEETFK
An administrative fine of up to €15 million or 3% of the total global annual turnover in the
previous financial year

D) &EAIIA35005 Ta E—BEE SRS FEEN7 %R TEEIR
An administrative fine of up to €35 million or 7% of the total global annual turnover in the
previous financial year
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(ATEREER) FRIRPATERRFAR N L ENEERN: EHEMATERKE,

AT AEREAMTEREHRER?

The Al Act particularly emphasizes the importance of two aspects of Al systems:
transparency and traceability.

Why are transparency and traceability important?

A) AFEIINTHRERATEERANRREFIEAEEEXREE,

Because they are crucial for ensuring accountability and fostering trust in Al systems.
B) EANENIRMEFm (BEATERRS) ABaFIMEK,

Because they are mandatory requirements for all products, including Al systems.
CO) EAEIINFALERRRNIT RSB NEIEE,

Because they are particularly essential for the reliability and automation of Al systems.
D) FENENIERM. PEMEEILEZBEEEZN.

Because they are shared between European, Chinese, and American legislation.

30/40
—REENMERNA LSRR RSRIERARF I ARE B EMNETENERSI. ZRSR
F R R &R AN/ B [ M SRR P AR,

RiE (ATEREER) | RATEERFERERNIISETI 57

An Al system, used by a retail organization, automatically changes the way elements of the
website are displayed based on user preferences and device used. The system recommends
products and enhances user experience using click history and time spent on a page.

According to the Al Act, in which category should the use of this Al system be classified?

A) RAJEZAIXG
Unacceptable risk

B) SXBGEAY
High-risk

C) BIRXEAY
Limited-risk

D) RXLEZEXFLAT

Minimal or no-risk
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—RAFEET M RATRERETEIMORRIATERERS. ZATERRFSmEED. Y&
T THREFHR HETEI,

ZATHEOIZ A TERER G A sEF i EES At 2RO R W

ZABERATERR A RIAIRE T ZZHA?

A company creates an Al system for automated decision-making in its hiring process. The
Al system will screen resumes, rank candidates, and make recommendations for interviews.

The company is worried that the Al system may have biases that could affect the hiring
process.

What is the best approach for the company to mitigate biases in the Al system?

A) RIFATBRRFEIBANH—STAER FEIFEN

Allow the Al system to learn and adapt without further human intervention
B) ZEEIIGEEFRIRA, SFTATERRFRIMRE

Ignore biases in the training data and focus on the Al system's performance
C) HESTHRITFREAKEIEMITIE AT ERERS

Implement a diverse development team to create and monitor the Al system

D) ERS—HIERRIIGATERRSE, LBR—E

Use a single source of data for training the Al system to ensure consistency
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—3%& /9 Feline Finesse RIMIIETHEIAIRECHFDEIRIEIL, HhEERIERZEE R EHIEKE
nH. ZMIEERIA LSRRGSR TMES:

- IRIEH S A aIE RN S,
- IRIEIE R AR RS R THET.
- NEHEFEIA N A REE AR Mt .

Bl ZNESSHmE A TSRS, AENEZNTIFREFEER, A, BFHITE
XA AR HEREE, FENIEREAZMIMZERIERELR @ nHEE.

2R (ANTEBRER) , BRITENZ T BIPLEXZEREAIRNIR?

Feline Finesse is a webshop that sells cat accessories and cat pillows, including personalized
cat plushies based on customer pictures. The webshop uses an Al system that can do the
following things:

- It dynamically changes prices depending on consumer activity.
- It ranks search results, based on customer preferences.
- It gives personal recommendations for other products it thinks the customer likes.

Currently, the webshop makes customers aware of what the Al system does and is very
transparent about how the algorithm works. However, the CEO questions this practice and
wants to know what degree of transparency is required and how it affects sales.

With reference to the Al Act, what should the CEO know about transparency?

A)

B)

9]

D)

BEAEALIEEEEIERRAZEZMM. HEERE (ATERER) BT HEENMNEIERNAHEE
FARY, XFPIRfRREIEFEIE.

Transparency can prove to consumers that the system is objective. Consumers have a right
under the Al Act to understand how their data is used and this understanding fosters trust.
BHENLURTATERRFNERMSAR, HEETETHX—RETREESNATEEEE X7
ERFNFEE,

Transparency can show the limits or constraints of the Al system. Consumers may lose trust in
the company after understanding this, which damages the company’s reputation.

BFESHIEEFRERERE. MHERNENESTERZRS, MIIAFETHRALSERANEE
&,

Transparency is not mandated for e-commerce. Consumers are helped by the convenience of
personalization and do not need knowledge or understanding of how the Al system operates.
EIRERTFREATERERFARE. BERENEFENE OISR THEE RN ESHRIEEm T
B%O

Transparency is restricted to making the source code of the Al system available. Consumers’
confidence in the system may decrease from understanding how the algorithm works exactly.
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— RN A TE RIS, REREARIE SRS, AT, BEEMRTEE
A, IAERTRERES S T A T T s,

RiE (ATEREER) | ZRRREFTEALRE?

A high-risk Al system is used in the recruitment process, automatically filtering candidates
based on their qualifications. However, the deployer has not implemented any mechanism
for human intervention or oversight in cases of questionable decisions.

According to the Al Act, does this system require human oversight?

A) B, BAAIGEEERARIEREBENTI.
Yes, because human oversight is necessary for intervention in decision-making processes.
B) B BEANALWEHERFESATFIIEANS.
Yes, because human oversight ensures compliance with fairness and transparency obligations.
C) &, AABEIMARFEELANTINET,
No, because automated systems are designed to function without human intervention.
D) &, ENEEEIERNTRERAANKBERZEN.

No, because recruitment processes do not involve critical safety risks to natural persons.

34/40
—RABIEESHEH—MEAATERE (GPAI) &8, ZEEERTEFRS B, REEE
RO ITEES. ZABSERRERE (EU) LU, EHHESIEERRE D HIXRE,

RiE (ATEREGER) |, AREDHIZGPARRELZ A, IAREHERAY?

A company prepares to launch a general-purpose Al (GPAI) model. The model can be
adapted for tasks such as customer service automation, content creation, and data analysis.
The company is based outside the European Union (EU) but plans to distribute the model
across several EU member states.

According to the Al Act, what is not required before distributing the GPAI model in the EU?

A) ERRES—RBERULE, LEEHEE
Appoint an authorized representative in the EU to handle compliance matters
B) EFRRBMAGEN, IASZMARRIPROEHRH THRED) 145
Comply with EU copyright regulations for model training with copyrighted data
C) BTHIEEIT, LIRS FaraMEIEEEN
Conduct a thorough audit to verify full conformity with all EU laws and regulations
D) A#ATIIE4GPARERNEFANSIHE

Publish a detailed summary of the content used for training the GPAI model
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—NMRARET—PATEERSE, BT LINKSATIUMSSER., SENBINET, RERSTET
RERNRE, AT TERE. —TUREERUTER:

- ZARREE R T EIaSIME R RIS,
- ZARRZ BRE R EIITHEXSAIEIVRIZ.

ZRLET (ATEREER) . NEMBRXLER, ZALRERTISO/IEC 238945/,
WRIEZIE, ZARNREU AR FESRARRIX LRI ?

An organization deploys an Al system for predictive maintenance for industrial equipment.
After several months of operation, the system generates a very high number of false alerts,
disrupting workflows. An investigation shows the following:

- The organization did not consider the dynamic environmental changes on the work floor.
- The organization lacks a formal process for reassessing risks after deployment.

The organization must comply with the Al Act. To help solve these issues, the organization
uses the ISO/IEC 23894 standard.

According to this standard, what should the organization do to address these issues?

A) FRUAAARNRIHAYS, LIRSERSFA RN

Conduct a human-centered design workshop to improve system usability
B) &it— M EAREHMEMRIERINCETERRE

Design a risk management process with ongoing evaluation and monitoring
C) #HTMELEFT, LIRBIFIRRETEEIRRE

Perform a cybersecurity audit to identify and address possible vulnerabilities
D) AEESM. ETHNRERESRATERRS, LIETES

Replace the Al system with a simpler, rule-based model for easier control
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—RKAEFENEENTFERAALSRREFRERSHRITHFHIMNERTK . ZRFEFLIEX

%ﬁf)ﬁ%}_{ﬁu&m PSUE. ZEIMERFIFEHLEEEr . SRONEHEITAM, ZABERELEFT D ISR
2 .

RiE (ATEREER) |, SEEENRFAMRIFIXREWEXREE .
I AXEXREE ?

An Al system is used by a car fleet management company to track driver behavior and
forecast maintenance requirements. Large volumes of data, such as GPS locations, driving
patterns, and vehicle performance indicators, are gathered and processed by the system. A
recent audit found that the business had not put in place sufficient data protection
procedures.

According to the Al Act, data management and privacy protection are essential for this
business.

Why is this essential?

A) EREefERIEEBMTE RIS BRI ERE

Because it enables the business to prioritize business objectives and operational efficiency
B) EANEERERTHAFPEE, RETDALUE, HIHLIEREFNEE

Because it enhances user trust, safeguards personal data, and prevents unauthorized access
C) BEANEREHMR, BF (ATERIZEER) DJLUBRIEERRFIETETI

Because it is mandatory and complying with the Al Act avoids legal trouble and potential fines
D) FNEELEMRAFEENTEERE N EIRNERERF

Because it streamlines data gathering procedures by removing the need for user consent

37/40
RiE (ATERER) | ATERERFERIF AR S ERMESE?

According to the Al Act, which use of an Al system fits the classification of limited risk?

A) SEEIEFPOE-RERNIIRTEA, HRERPEEATER.
A chatbot designed to assist customers with general inquiries, which is programmed to
disclose it is an Al.

B) ATELIZM (FIfEH) WEFBTERHRBIRIARIRBIRS.
A facial recognition system used for real-time identification of customers in public spaces,
such as a mall.

CO) —METZITER, BEREETEELENGTENCRINESE.
A medical diagnostic tool that assists doctors by giving treatment recommendations based on
patient data.

D) iIZTEMBREMIATERRS, ZFWEATHER XA E T,
An Al system that operates an autonomous vehicle, which drives on public roads without
human supervision.
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—xEWFEFA—NBTHENATERRS. ZA TEERTGREFERTIGREZIMHL
RERFRENEHE S EEIFENIR. ZATEERGGEIRRSRELR .

RiE (ANTEREER) | RATEERFRERNISET I E5?

A business develops an Al system for education. The Al system will determine if a student
gets access to materials, is admitted to a school, or gets assigned to a class. The Al system
will be provided via cloud services.

According to the Al Act, in which category should the use of this Al system be classified?

A) RAJEZAIXG
Unacceptable risk

B) SXBGEAY
High-risk

C) BIRXEAY
Limited-risk

D) RXLEZEXLAT

Minimal or no-risk

39/40
—HRALFRT— AT ENMUBEBRIATERRS . mHEES, BENKILATERE

- B IGSIRPFEADSITERL, RANRERELRES SAMRIEAITDIRERRIE .
- BRI, iRBEREBEEEECRERX TS BRI AT LS XS E R IUAIXES

ZRLET ( AT EREER) . NHEMERXLRE, ZBRERATISO/IEC TR 243685/ .
WRiEZiE, ZARNREUT ATEFERARRIX L RIRR ?

An organization has developed an Al system for automated hiring. During testing, the team
finds the following:

- The system consistently scores candidates from certain ethnic backgrounds lower,
because there is demographic bias in the training data.

- Currently, there is no internal review process or feedback mechanism from relevant
parties that could have pointed the risk of this specific bias out.

The organization must comply with the Al Act. To help solve these issues, the organization
uses the ISO/IEC TR 24368 standard.

According to this standard, what should the organization do to solve these issues?

A) SIE—EREIRS, LIBRAODSRITEEAGHRE AT

Create a synthetic dataset to address demographic imbalances and improve fairness
B) SCIEEIAE, LURSRFINAIMEREMANRISE

Implement transparency to increase the system’s explainability and accountability
C) DNIEEUENNE LR (ERE=HIskRA Lt EE

Strengthen data encryption practices and use access control to prevent breaches

D) EAR—EaFmEXEMNIICIEELRITE AN AR

Use an ethical framework with stakeholder input to evaluate human rights issues
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—RATEEEIATFR T —MERALER (GPAI) &8, ZEEERAFIRIELRASH
1TllsR, SEHENE. HRISMAMRERILT. Kffa, ZARKEI—RIFERAEREN, BR
I IRIRIRFAN. (IP) SRR THRE) |5k,

EXMERT, MIZREH AFEFERRIFANRN?

An Al startup develops a general-purpose Al (GPAI) model, trained on publicly available
online content, including news articles, research papers, and social media posts. After
launching, the company receives a legal notice from a group of authors claiming their
intellectual property (IP) was used for training the model without authorization.

What should be done to protect IP rights in this case?

A) ERGPAREEIFFETFRFEM, FRI RGNS
Argue that the GPAI model qualifies as open-source, and is exempt from copyright
compliance obligations

B) 1RIE ( ATEREER) TKEEFER, RARBSEATTIRN, FUrEEmiuEs
Claim fair use under the Al Act, since the content was publicly available, and continue using
the dataset

C) MEREESFUERBIZENATEREMEL, LIBRENERRE
Delete the Al-generated outputs containing similarities to the disputed works to avoid
infringement claims

D) iCRADZGPANIGEUERRIFMES, BIEHAL, LIBMREMM
Document and share details of the GPAI training dataset, including provenance, to ensure
compliance
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«Algﬁmfﬁt» ZEEABEIL‘EJIEE’J_IJﬁ_Llf T_%1 <A, b(/fjtﬁ?.lﬁﬂTE_L/%E*T

(ANTHEREER) NEEBREMA?

The Al Act is a piece of legislation created for the European Union (EU). In Article 1, the Al
Act describes its objectives.

What are the main objectives of the Al Act?

A)

B)

9]

D)

ESTHETTIRERRP, REFNENEA TSRS EMNAIZELILMRE, SlFEERRT AR
ol

Guidelines focused solely on environmental protection, with no specific rules for high-risk Al,
no prohibitions, and innovation measures only for large corporations

’er EIRRERIBRAIAIR SN, RIFXATERESLIAYZELL, SHIEXISAIRFHER, EHEMAN, ™
PRE, LAIRBIRTSZES

Harmonized rules for Al systems in the EU, prohibitions on certain Al practices, requirements

for high-risk Al, transparency rules, market surveillance, and innovation support

ZIMFEATEREE, MUNERTERATLERE (GPA) , EREMNFBESNEATEERE,
LA AR BR T3 ERRM TR R BT 25

Prohibitions on Al practices, rules for general-purpose Al only, transparency rules excluding
high-risk Al, and support for innovation restricted to non-European entities

AI%” ERFHIMN IR T2 2R, FIEFEATERESXE, EPEMNNERTESXKATLE
a8, LUREIRIMHSTEMOBIET S

Rules for Al systems limited to safety and health, prohibitions on all Al practices, transparency
rules only for high-risk Al, and innovation support excluding startups

(EBXR7, FTF—R)
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A) RIEHA, ZIZNKEMRRIP, RESHYEXRATERNEFNE. ARSI, LURE

B)

9]

D)

EARBRAVAIBIFSIFRIE, IRBERTRIA (ATERER) RS EES .

Incorrect. This option focuses only on environmental protection and excludes specific rules for
high-risk Al, prohibitions, and innovation measures for large corporations, which
misrepresents the Al Act's comprehensive approach.

IEffe, HORTUERRIR T AIZENER, 815 ATEREFNRE N, XYHELEL A TERELBAEE

IE, SXERFRIRRER. ZHEEMAN. mizs, URNETFHNEEERI (SMEs) RIBIFRTSZE.
(3Z#Ek: A, 3180328, (ATERER) B1FK)

Correct. This option accurately reflects the Al Act's main points, including harmonized rules for

Al systems, prohibitions on certain Al practices, specific requirements for high-risk systems,

transparency rules, market surveillance, and innovation support focused on small and medium

enterprises (SMEs). (Literature: A, Chapter 3.1, 3.2; Al Act, Article 1)

AIERE, IXMNETHEH : ALERNKIEGPAI, HRBESXEATERABMEEBRENNZIN, RS

FTIFIRBIEIERUMSEAR, IXSAERRIBIRAH.

Incorrect. This option suggests that the Al Act only addresses general-purpose Al and

excludes high-risk Al from transparency rules, while restricting innovation support to non-

European entities, which is not supported by the Al Act's objectives.

AIEfE, (ATEREER) NERMUNEZEMER. XMAIERESEREMIRT 22/

%, BADCIEAHEBRERUFTSIF 2o, FHEHBEIEAME AT SRS, X5 (ATERER) (IRER

To

Incorrect. The Al Act’s objectives are broader than just safety and health. This option

inaccurately claims that rules are limited to safety and health, excludes startups from

innovation support, and states prohibitions on all Al practices, which does not align with the

Al Act's provisions.
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RiE (ATEREEE) | IRFMNEREREFA?

According to the Al Act, what do accountability and compliance mean?

A)

B)

9]

D)

A)

B)

9]

D)

[EERFMETHEFRFRAMIEERE, MEMENERSIAEERARMIRIENES.
Accountability focuses on maintaining user privacy and data security, while compliance relates
to the integration with existing IT infrastructure.
[ERFHENRILA TSRS RPN AENEEERBENSE, MEMENEREETIEREN
RIEEK.

Accountability involves holding developers and operators in Al development responsible, and
compliance means adhering to legal requirements.
[IERFIRIEHRA LSRR REEERNE, MEMMENT KRR RIRT .
Accountability is about ensuring that Al systems are profitable for developers, and compliance
involves meeting user demands and preferences.
[EERFRIEATERRAFNERFRIERERRAR, MERENEREETATEREEFITIIE,
Accountability refers to Al users being accountable for correct use of the system, while
compliance means following industry standards for Al innovation.

AIEH. RERFRIVIEIEZEEREE, B (ATEEER) PRIDREFISMIERES 2R
& BNNETHERBLURETEENREEZNER, MAMUNERMSRAEG IR, SRMEXTF
BEEECENE, MIFITERMN.

Incorrect. While user privacy and data security are important, accountability and compliance in
the Al Act are broader concepts focused on responsibility and adherence to legal and
regulatory requirements, rather than solely on privacy or integration concerns. Compliance is
about following legal and ethical regulations, not IT integration.

IEHfy. [ASEHEREATSRAFITAENIEEEFTHETAMNERRSR. SMENEER (ATE
BEEER) PHIARTEEMEEER, UWRRERZe. SHEAT, (OOt A, $3.10F)

Correct. Accountability means that developers and operators of Al systems can be held
responsible for their actions and outcomes. Compliance refers to following the legal and
regulatory requirements outlined in the Al Act to ensure systems are safe, transparent, and
fair. (Literature: A, Chapter 3.10)

AIER. [ASRFISEAENSRAARETR, aMEEHIEATHERFTXK. Bk, BIEMETA
T ERERAI R ERIEFIRS AN ERNEE.

Incorrect. Accountability is not related to profitability or user preferences, and compliance is
not about meeting user demands. Instead, they focus on responsibility and adherence to legal
standards for Al systems.

RIEHE, BREIZELATERRFIAREMZEENETARE, MIHEDSE. GHMNESZR
KT mEEAIEENSERE, MRV TR,

Incorrect. Accountability involves holding developers and operators responsible for the Al
systems' actions, not shifting blame. Compliance is more about meeting specific legal and
regulatory standards rather than general industry standards.
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RE (ATERZER) | RATERERGEMNNAZTERENF, LIBRERRE. AFEMRSE

il

(ATEREER) PR TFRI—ITURZEAA?

Under the Al Act, individuals affected by Al systems have specific rights to ensure
transparency, fairness, and accountability.

What is a right explicitly granted under the Al Act?

A)
B)
9]

D)

A)

B)

9]

D)

MES AT ERRFH TR EZEIERIMAIF

The right to be informed of interacting with or being affected by an Al system
ERipR A TERERFRAIERINF

The right to demand access to the source code of the Al system

2 IEATERES ST R BSHRRIIIZAINF

The right to prohibit the use of Al in any decision-making process that involves them

ERMBRA TERERRATERN AZHRAINF
The right to request deletion of personal data used by the Al system

I, APASATERREHTRER, ©RaA, BRIFS— ) THIEREEAMSXEEEM
ZWH. XHRTERE, AR NAERA LSRN EECNIENEFERMATNREKR. (3
A, $83.68, (AIEREZEXR) , B50F)

Correct. Individuals must be informed when they are interacting with an Al system, unless it is
obvious to a reasonably well-informed person. This ensures transparency and helps
individuals understand when Al is influencing decisions that may affect them. (Literature: A,
Chapter 3.6; Al Act, Article 50)

AEH. (ATEREEE) AARRTF P AGRATEERFRBHINA. ERRNSMETRERRE
MiKEE, MAFEEAREERBIEENR,

Incorrect. The Al Act does not grant individuals the right to access the source code of an Al
system. Transparency obligations focus on providing explanations and disclosures rather than
full access to proprietary code.

AIER. (ATEREER) AREFTARLEATEERTRRIENNF), EEHTHRER T BENE
EH}EO

Incorrect. The Al Act does not give individuals the right to prohibit Al from being used in
decision-making, but it does ensure oversight and transparency.

I, REFURAIERSIE T N AT EERARENA], (B (ATEHEER) FRRTF TN
A, RIFNAZERMBRA TERER AR EEE.

Incorrect. While data protection laws provide individuals with certain rights over their data,
the Al Act does not grant a blanket right to request deletion of all data used by an Al system.
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ZiE—RPNERI (SME) NEME, ARWE—RATEIMNEPSHHIHA TS ERRFRY
i, ZABHAARIERS, MEMNS—HMNEEESE, 1RiF (ATERER)  ZATERERR
WA AEXE AT ERERS.

TIPS RIHR A SERESTNIE A T ERARINE TR NS, e TR TE
8, BBEATEANES,

EREANTERRAFPIINS, RIBANEBA?

Anna, a compliance officer at a small or medium-sized enterprise (SME), is responsible for
overseeing the implementation of a new Al system used for automating customer support.
The company did not build this system but is buying the system from another provider. The
Al system is classified as a high-risk Al system under the Al Act.

Anna has been asked to ensure the company complies with user obligations when
deploying and monitoring this Al system. She must determine which actions must be
prioritized and which actions should be avoided.

What should Anna not consider, given the obligations for Al users?

A) EARSHNBIMERERT, HE—PFARA LSRN ELURREIRRAE

B)

9]

Developing the Al model’s algorithms further to enhance its decision-making capabilities
without involving its provider

HFACRATERERFRIMRE, ARRTSHERIREEKX

Keeping detailed records of the Al system’s performance and ensuring compliance with
relevant reporting requirements

BIEATERERGRMRE, LBREETERIE THM R ENE

Monitoring the performance of the Al system to ensure it operates as intended and complies
with safety standards

D) HRIEEFRER, MBEXEENEREATEERRIEAEEHTHE

Reporting any serious incidents or malfunctions with the Al system to the appropriate
authorities as is required by law

(EBRe, #FTF—R)
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A) IEfa, RIPANIERSHNEMERIER T, TEIRFRATERRFNE ZHIENERRES. X

B)

9]

%Hﬂ?ﬁﬂgﬁ%ﬁ’ﬂ?@, OJRESHENER, Br-EBINER. APARREERANREENE. (X
gk A, 15)

Correct. Anna should not attempt to independently develop the Al system’s algorithm or
modify its decision-making capabilities without the involvement of its provider. This is outside
the scope of user obligations and could result in compliance breach or unintended
consequences. Users are not responsible for altering the system'’s internal structure.
(Literature: A, Chapter 1.1)

AIEHE, REBICRAIBREPERS (ATERER) MEXMAFRAFIGERERK, XETLIE
SREIFEESH.

Incorrect. Keeping records and ensuring transparency aligns with the legal requirements for
users of high-risk systems under the Al Act. This supports accountability and regulatory
compliance.

AIEH, mitieeR (ATEREER) WEAFI—TRENSS, SERRATEERGERETE
“RIEREIRENK.

Incorrect. Monitoring performance is a key obligation for users under the Al Act to ensure the

Al operates as intended and does not pose any safety risks.

D) AIEM, IREHIESTESFHE (ATEREER) MBNERFEAFN—ITERRER, SEESENNT

F R BT IEETEXIES
Incorrect. Reporting malfunctions or serious incidents is a key requirement for users of high-
risk systems under the Al Act, to maintain compliance and address potential risks promptly.
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—PMAIRFERAT R ZARBRIRNAKRIRE]. B —MEREREZAIRFIIEIERIFAIRFAIERL
(fIan CEREIERIPEA) (GDPR) ) GRS EEERX.

XAMELRZEAN?

An Al system for facial recognition is used for security purposes in public spaces. One
organization is most relevant to overseeing compliance with data protection and privacy
regulations, such as the General Data Protection Regulation (GDPR), for this Al system.

Which organization is that?

A)
B)
9]

D)

A)

B)

9]

D)

RUMiEZRE4HLSR  (BEUC)

The European Consumer Organization (BEUC)
MMATLE#EEZERS (EAIB)

The European Artificial Intelligence Board (EAIB)
BRMERE  (EC))

The European Court of Justice (ECJ)
KuNEHERIFZR% (EDPB)

The European Data Protection Board (EDPB)

ARIERE, BEUCMIETHZRENF, XEEMRFIFIALEEIFEEMAEHRRIPEX.

Incorrect. The BEUC focuses on consumer rights, which are related to biometric and data
protection for Al specific regulations.

IERA., EAIBYSE (ATEREER) AN, METATEREEEN. A, XNESREE
(RIFFOIRSFA, XLE T GDPRAYEHES,

Incorrect. The EAIB oversees compliance with the Al Act, focusing on Al-specific regulations.
However, this question concerns data protection and privacy, which fall under the GDPR.
ARIERA. ECIRMEELESRSS, MIFATEREENEEYNRBIEE.

Incorrect. The ECJ addresses judicial matters, not Al regulations or biometric data.

1Effs, EDPBfAZHBfRGDPRAERIER (EU) pRREZERI—NAE, BESXELIERIFTEETE, LE
BIATERRRAFPEYRBEIRERSF R, (Ot A, 539, 3.10, 455)

Correct. The EDPB is responsible for ensuring consistent application of GDPR across European
Union (EU) member states. It works with national data protection authorities to address issues
like the use of biometric data in Al security systems. (Literature: A, Chapter 3.9, 3.10, 4.5)
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—REWHFRT—TRATMUSENATERERS. ZRFEANANRFES (ML) BEAMER
ESEH &, E—REMEES, BAITLATXEG:

- TREBBHANEY, RESEMRTA T ERER S IREE.
- AT ERERFEA MEHEFRINBIRR B2 IR,
- EFIIFICEENE,

ZABWEST ( ATEREERE) . Altt, ZEWRATISO/IEC 42001 FREFNIST A TEREX S
EHEMER (RMF) .,

HRIBLAERIIESR, 1% M R SRENBPL R TSR AR RIX LA ?

A business develops an Al system for personalized marketing. This system uses machine
learning (ML) algorithms to tailor advertisements to individual customers. During a
compliance review, the team identifies the following risks:

- There is no documentation that clearly shows how the Al system handles data.

- The process of how the Al system makes personalized recommendations is not fully
understood.

- Customers are complaining about these issues.

The company must comply with the Al Act. The business uses the ISO/IEC 42001 standard
and the NIST Al Risk Management Framework (RMF) to accomplish that.

According to this standard and framework, what should the business do to resolve the
issues?

A) HT—FFIBFPAIE (UX) UK, DERECKTIRY. ZFURMEFRTFIRIR,
Conduct a series of user experience (UX) tests to get feedback on usability, learnability, and
customer preferences

B) METRESRFHIFUWERME, LUBFRAN@Z. ERREEMBFE5E.
Focus on improving the system's prediction accuracy to improve cost efficiency, customer
satisfaction, and engagement

C) LiE—EXEMLARIE, FMRBEIERIR. LETEMERRRIRE,
Implement a documentation process that details data sources, processing methods, and
algorithmic decision-making

D) ARFEFEM, LIRRERIMIBRE,. BeldElEsiNErmaE,
Upgrade the system's hardware to ensure faster processing, greater efficiency, and higher
customer satisfaction

(BEXRZ, ®T—R)
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B)

9]

D)

=%IN

AER. RPN EREANRFEIMEREERNR, (B ERREGEMIEIIRRIEPRZ
MIZE AR AITRAN A,

Incorrect. User experience tests provide valuable insights into system effectiveness but do not
solve the underlying issue of lacking documentation and transparency in data and decision
processes.

AIEf, RERSUEHRETLRFHEEREE, (ECHRBREIENIEMIRRHEF SALFER
ERIZOEIE,

Incorrect. While improving prediction accuracy can enhance consumer satisfaction, it does not
address the core issue of documentation and transparency in data handling and decision-
making.

1Eff, SCHEEEAISAHCRIERFSISO/IEC 4200115, ZinERBA T EfeeEapEHRRVIEREIN
L, NISTATEREXGEEEREBIL (EHFHCREUEFIARISZIIX—/R, LIBRRAEIEMER
[EE=F. (OBt B, 52.3%)

Correct. Implementing a comprehensive documentation process aligns with the ISO/IEC 42001
standard, which emphasizes transparency and documentation throughout the Al lifecycle. The
NIST Al Risk Management Framework also supports this by promoting detailed records of
data and decisions to ensure traceability and accountability. (Literature: B, Chapter 2.3)
Z:IE@; FREM TR RSNIEERRE, BREERR ( ATEREER) AMERIZEBESSASERELL
SEMEM.

Incorrect. Upgrading hardware may improve processing speeds but does not address the
issues of transparency or documentation required for compliance with the Al Act.
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—REWFERT—PATERERSE, BTRUERRA. ZRGERERERSEEGL, SRl
WAL, MREFRVEEALT RS, = BsIFIlFIRImRIA.

ATREATERRZAIERE, ZEWAETHRET — MR AISRETERE, FEMSREISRERT B b
EFEWARRGER, LA ARGHIEEZIIGEE.

IZEWIFEE SR TEIRRIPRBIT (DPIA) . AEEFIAHERSIRATEHITOPIA, IR
DPIAZEHIMRY, HNVERIETHEAIRSEHT: IWE, BRNEEFIELZE.

zelimEsT ( ATEREER) M (BRLUERIFEG) (GDPR) .
ZEWIE RSB NIZHITDPIA?

A business develops an Al system to monitor patients who are hospitalized. The system
uses high-definition cameras inside the patients' rooms to monitor the status of the
patients in real time. If the system detects a patient is in distress, it automatically calls a
nurse to the patient’s bed.

To improve the performance of the Al system, the business wants to start building a
database of videos of the patients with a note from a professional at critical points in the
video, to build more training data for the system.

The business is considering doing a data protection impact assessment (DPIA). The team
responsible is unsure if a DPIA should be done at all. If a DPIA is mandatory, the team
wants to know when the assessment should be done: now or only after deployment of the
update.

The business must comply with the Al Act and the General Data Protection Regulation
(GDPR).

Should the business do a DPIA now?

A) B, EAXNTIHRENBEAANFMGEXEHIATEREME, FEHTDPIA,
Yes, because a DPIA is required for Al projects that could pose a high risk to the rights of
natural persons.

B) 2, ENEHIWEN AEEERIIBEFEHITOPIA, BIEEZIE XEEYE.
Yes, because a DPIA is required for any project that collects personal data, even if the project
is low risk.

CO) A, EARTHEIEN. HEBRFARNEIEARTEHITOPIA,
No, because a DPIA is not required for using data for training purposes, education, or
scientific research.

D) &, FEADPIAMREATERR S 2R, WRAIREZ A FTEHT,
No, because a DPIA is only required after the Al system has been fully developed, tested, and
deployed.

(BEXRZ, ®T—R)
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A) IEfa, LGETUERRIR Y GDPRTIAYESK, JAMBIR(FRIRERI B AARINFIFI B RIEREXBERT, 455!

B)

9]

RERGATERRFAXENE (BF) SREHE (WmAMSR) AUHAR, DPIARDER., X&
HERTREAXEIERS, FEIVMIRMERE. O A, 54.58)

Correct. This option accurately reflects the requirements under the GDPR. A DPIA is necessary
when processing operations are likely to result in a high risk to the rights and freedoms of
natural persons, especially when using new technologies like Al systems that process (highly)
sensitive data such as patient videos. These fall under the category health-related data,
requiring extra safeguards. (Literature: A, Chapter 4.5)

RIEf, REDPIAMREE, BHIFFTEKREN ASIENREHEFEHIT. GDPRIBHERELEL
ERT R ARFIF B HIEREXBRATHITDPIA, MAXEERAKET NABUE, FINEYIRBIE
17, RREIEEARIAR .

Incorrect. While a DPIA is important, it is not automatically required for all projects that collect
personal data. The GDPR mandates a DPIA particularly when the data processing is likely to
result in high risks to individuals' rights and freedoms, not simply due to the collection of
personal data, such as biometric data, health data, or large-scale monitoring.

AIEHR. EUEERERY (B0, BTIZREdET) FABEEARIMETDPIARIER, GDPRIBGIAER,
K R U EURMEATRERT N ANIERE XGRS, THERES MR ARSI EIRIERL .

Incorrect. The purpose of data use (for example, training or research) does not exempt a
project from the requirement to undertake a DPIA. The GDPR still applies, particularly when
the processing could result in high risks to individuals, especially when sensitive data such as
patient videos is involved.

D) AIEFA. DPIANEAMEFHAZEIT, RRIRAERBERIMKIFFAMER, LUMEESMRBIFERXE.

FEIFBZEREHT, TRESEAFEGDPRAE.

Incorrect. A DPIA should be conducted before processing begins, particularly during the
planning and development stages of a project to identify and mitigate risks proactively.
Waiting until after deployment could lead to non-compliance with the GDPR.
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—REWFRT— BTN ARRBINATERERR. —RKIUALRRATHZATEERSEPE A
ThE— M AHEYP0. ZEFTERELE, BEHSSEFRICHBAEREERFHTIX
X, FRCHAEXLEGEREDYHANEE. SANCRINEER MLTHRSRNERER, LATMEbAI)
EENSELRATIANITLTA.

RiE (ANTEREER) | RATEERFRERNISET I E5?

A business develops an Al system for real-time facial recognition. A private security firm
deploys the Al system to monitor a public shopping mall. The system scans all visitors,
cross-checks them with databases of past offenders and political activists, and flags visitors
that are listed in one of those databases. Visitors that are flagged are covertly tracked
throughout their visit to assess whether they engage in what the security firm finds
suspicious behavior.

According to the Al Act, in which category should the use of this Al system be classified?

A) FEIEEZRIXEG
Unacceptable risk

B) SXBLAY
High-risk

C) BIRXEEZAY
Limited-risk

D) {RMXBLEZXBLRY

Minimal or no-risk

A) IFffa, 1RIE (ATEREER) B55%, EAHZFETEIAENEREYIRBILIER N A ZREELERY.

ZERZIDB AT ERAFRTRIEEAMAINLER REtRITS.  (KEk: A, 53.3. 345,
(ATEREER) |, FSFBIFN(A)M)

Correct. Real-time biometric identification in public to track individuals based on political
activity is prohibited under Article 5 of the Al Act. The Act bans Al systems used for
untargeted surveillance and social scoring that infringe on fundamental rights. (Literature: A,
Chapter 3.3, 3.4;Al Act, Article 5(1)(d))

B) AIEHE. ZRFANMNEENE, MERWELN, HAZEFERENTARBRIERT, FMABSED
FBERMA, X2 (ATERREE) FrEELERERA .
Incorrect. The system is not just high-risk, but prohibited, because the system uses political
activity to track individuals, and without their consent. That is a prohibited use of Al system.

C) TIEM., BIRXBGRFIRE TR RARBRRR TREEEEHENSNRER. A0S RE
BFEENXAmRIERAGE, BIEARFEIZER,
Incorrect. Limited-risk covers systems like chatbots or emotion detection tools with
transparency obligations. This case involves biometric surveillance with serious rights
implications, and does not qualify.

D) EEEE;*EE&ENB@E%?iﬁﬂﬁﬁ#iii[ﬁ%%%{ FNFES. AFEERNARIRBEH 7IX—XRRE,
RBBMREELL,
Incorrect. Minimal-risk applies to low-impact systems like spam filters. Facial recognition used
for tracking exceeds this risk level and is explicitly prohibited.
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—HKIMTHERATSRRRNERERES T ANSHESHE. XEENEEEASERAIIRT
e ERHTSCRYT SR, FRIANARNISGHE. ZIMTHABATEEHEBPREERTS, &
[EHEREREILRT B RIHEAT SN,

A THET (ATEREER) .

BRI THE SN S PR LE KBS ?

A travel agency uses an Al system to develop dynamic, targeted marketing campaigns for
their vacation packages. These campaigns include real-time advertisement placements on
social media and travel platforms, using the individuals' browsing history. The travel agency
uses Al to infer the user's emotional state and then suggests customized destinations and
activities.

The travel agency must comply with the Al Act.

What risk must the travel agency address?

A)

B)

9]

D)

A)

B)

9]

D)

E@i"é?ﬂﬁ)’ﬂﬂ’ﬂﬂﬂﬁo I INOZERRE )| 145:80E, LUB SRR AABRRY B AU E R HERT R Z0IK
Thoe risk of including potential biases. They should update the training data regularly to avoid
suggesting irrelevant destinations or infer wrong emotional states.

FTR SERIXBG. MIINZNETEHRFE, BA (ALEEER) MREME 5.

The risk of ineffective advertising activities. They should focus on updating the algorithm,
because the Al Act does not cover personalized advertisements.

RZERPERINXBG, MBMNIMZRIEATERNATE, HMEFPIRL, FHhE SEEafat
i,

The risk of lack of transparency. They should guarantee openness about the Al, reduce bias in
suggestions, and evaluate if the advertising activities are ethical.

AN ABIRIXEG, tiIRZIE I EERAT SR MEIIEE, BA (ATEREER) ZIEED
NIRRT ER &.

The risk of misusing personal data. They should stop using Al-driven personalization because
the Al Act forbids using personal data for targeted advertising.

%—Eﬁé thﬁiﬁﬁ?laﬂﬁ'ﬂfﬁmxae EXJREZFEHARFIAMRIL. AEXRAINRT BRI HEE AR AR RE I E
KA,

Incorrect. The biases meant are biases that disadvantage certain groups of customers. An
irrelevant travel destination suggestion is unlikely to have much impact on the customers.
AiEfE, RE (ATERER) NAEXREISNEATERNA, EEFKBERTELGuE, fnr 5
M, THEES R EFEGMRKREIER.

Incorrect. Though the Al Act gives high-risk Al applications top priority, its clauses also apply
to commercial sectors, like advertising and tourism, especially when customer profiling and
decision-making are involved.

IEH. RIE (ATEREER) , XilsET7TEENS. THeuBEd SAEEE AT SIS SIRKE
1TEBRENSS, BRI, FlR SRBAGRERE. Ol A, $7.8. 795)

Correct. Under the Al Act, this captures the main obligations. Agencies must solve
transparency by telling consumers about Al involvement, prevent bias, and guarantee that
advertising tactics follow ethical standards. (Literature: A, Chapter 7.8, 7.9)

RIEHE. (ATEBEER) FARBHRIEER SeSATERERMA M. Bk, SRETERTH
N, ERQFHE, NIEMUREIERS, LBBRILESERFSEEE (EU) RIMNENL

Incorrect. The Al Act does not expressly forbid tailored advertising or Al-driven personalizing.
Rather, it provides guidelines for moral behavior, which calls for openness, justice, and data
security to make sure such methods follow the European Union’s (EU) values.

comi

Artificial Intelligence

EXIN

£33 48 EXIN Artificial Intelligence Compliance Professional (AICP.CH) 49

mmmmmmmmmmmmmm



=%IN

10 / 40
—RKABFR T —AATEREER, AINATEEAETRENSRIERNSMT. BTEZM
A, ZATERRESS AR R HR T B X,

ZARIFRTHA, URIRE (ATEEER) | 2 SN SChERRLsER?

A company developed an Al model that can be used in various industries, including
healthcare and finance. Due to its wide application, the Al model carries potential risks to
public health.

What did the company develop, and which practices should the company implement
according to the Al Act?

A) ZREFRTEERGEXKATERAATER (GPAI) . BN TEIMINTELURR XS,
The company developed a general-purpose Al (GPAI) that carries systemic risks. It should
conduct additional tests to mitigate the risks.

B) ZABHR T EMXEATERRSR, BhLE ( ATERER) PHARNREEKEATEERS
AIZK,
The company developed a high-risk Al system. It should implement all the requirements for
high-risk Al systems as outlined in the Al Act.

C) ZRAFART—MEEBEALERRE. BNHRZEENETE X SRS TATEEXEE,
The company developed a narrow Al model. It should ensure the model operates only within
predefined parameters to prevent risks.

D) ZARIHR T — LM AT SRR, BNETHARMALR, MAEIZEPHITRGEE,
The company developed an experimental Al model. It should focus on research and
development without immediate risk management.

A) IEtf. ZAFFATEBRFEXBGAIGPARREL, A ATINERMMY AR HA T EH TEIMIEELT
fth, XEELEFCRZEMR. Ok A, $37F; (ATEREEER) | $3%, $55%)
Correct. The company developed a GPAI model that carries systemic risks. The company
should do an additional model assessment using protocols and state-of-the-art tools. This
includes the implementation and documentation of security tests. (Literature: A, Chapter 3.7;
Al Act, Article 3, Article 55)

B) FIEf. REZATEREREEEEENK, BERIFEAGPAI, MAEHENIENERES.
Incorrect. While the Al model carries potential risks, it is classified as a GPAI not specifically as
a high-risk system.

C) AIEffs, FEEATEREENRTREES, AHESGPABXRRIRFXGE.

Incorrect. A narrow Al model is limited to specific tasks and does not carry the systemic risks
associated with GPAI.

D) FIEf. BEMERLMATERERE, R REENRRNK, BOmEsXaEELE.
Incorrect. Even experimental Al models must adhere to risk management practices if they
pose potential systemic risks.
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—NMARFEFA— I EXEATEERS, mUNERETS, FREMNRBIHSMXE, SiEidET
BUA—NMGEAETRER. XEX AT RERREAIMRE A A,

ZARAIEST ( ATEREERE) . Alth, fBIIRAT CEN/CLC/TR 1811528,

HRIBAESR, ZBRNRE AT e R L XS ?

An organization develops a high-risk Al system. During testing, the development team
identifies various risks, including inconsistencies in data completeness and the presence of
outdated records. These risks could negatively impact the model’s performance.

The organization must comply with the Al Act. They use the CEN/CLC/TR 18115 framework
to do so.

According to this framework, what should the organization do to address these risks?

A)

B)

9]

D)

A)

B)

9]

D)

BHTEIRRIPREITM (DPIA) |, LR A TERERFRAYATFIEEE

Conduct a data protection impact assessment (DPIA) to address the fairness of Al decision-
making

ERMYINZRTE ISR EIRS, LABTLEREFZUHIE N ALGEE

Encrypt all training and testing datasets using protocols to prevent unauthorized access to
personal data

SChEBAXRERERE, LU BREEMEE X

Implement general-purpose risk controls to reduce the mentioned operational and
reputational risks

B N SRR B IR b T SRR SRR E

Improve the data quality by applying structured quality metrics and statistical evaluation
methods

ANIEff. DPIA BEITFHEN N ARFIBEEANEE, AT, A FERBEREIEI IS TTERRERY
BETE., HERENSHEERONGEIE, MIBEESE,

Incorrect. A DPIA is useful for assessing risks to individuals' rights and freedoms. However, it is
not the appropriate tool to directly address problems with outdated or incomplete data. Data
quality improvements require technical measures, not a legal assessment.

AIEfE, BAMNENTHEZSREE, EXHAERRENTEEMRNESERERR. (AT
BREER) 5 10 FACCEEEUERRP, THRATATERIIGMNKAIEIEREXRN. BFRYT
MESRERN.

Incorrect. While encryption is important for data security, this does not address data quality
issues like completeness and timeliness. Article 10 of the Al Act does not only emphasize the
protection of data, but also ensures that the data used for Al training and testing is relevant,
representative, and of high quality.

AIEHE, RENGEHEEATESRTIFEEE, EENMRERACS IR BRARIEEREER. S
HIETEMMRN R B RSUERERTHRY, MASBITEAA TEREXEIRE,

Incorrect. Although risk management is of great importance in Al, it does not provide the data
quality framework needed to solve the identified issues. Managing data completeness and
timeliness is done by increasing data quality, not by general Al risk standards.

IEff, CEN/CLC/TR 18115 @it 7 X FEA T ERERFEN L i FH PSS IEREAES.
EIRBEAECRE EAURIHE, WeBMAREtt, SR HIRESEMR, LIRR”AS (ATERE
EER) B 10KAIME. (CLEk: B, F1E; (AIBREEER) , £10%K)

Correct. CEN/CLC/TR 18115 provides guidance on evaluating and improving data quality
throughout the lifecycle of Al systems. It emphasizes the use of metrics for characteristics like
completeness and timeliness, especially during data preparation, to ensure compliance with
Article 10 of the Al Act. (Literature: B, Chapter 1; Al Act, Article 10)
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(ATEREER) mr TS AT ERRFEXRNITHE,

"ANILERRFHHOE X—HENENEMA?
The Al Act describes several roles connected to an Al system.
What is the definition of the role ‘importer of an Al system'?

A) DECHEXEERRT. FFRMEHEATEERRN N ASER,
A person or organization that designs, develops, and markets an Al system under their own
name or trademark.

B) BATERRFRNHHENTERAEFRKARMNMASER.
A person or organization that places an Al system on the market but is not responsible for its
original development.

C) HEHIZEFEAATERRAHHRETAMAR XS NASER,
A person or organization that uses an Al system in their operations and ensures local
compliance with user obligations.

D) AREATERRFEOZERE (ATERER) ENAEETIM.
A regulatory authority tasked with monitoring if the Al system is imported in compliance with
the Al Act regulations.

A) AIEff, XEEARE HNEHHE, MIIRSATERERANFAAIEHE, MAREAE].
Incorrect. This describes the role ‘provider’, who is responsible for the development and
marketing of the Al system, not for importing them.

B) IEffl, XRHOE " X—ABNEN, BEBRFEMBELIMERIARIER. HOERRIRART
BEREREEEK, ASHNESIELUEBREMRM. Ot A, $3.18)

Correct. This is the definition of the role ‘importer’, typically when the system is developed
outside of the European Union (EU). Importers are responsible for ensuring the system meets
EU regulatory requirements and working with providers to demonstrate compliance.
(Literature: A, Chapter 3.1)

C) FIEH. SRR FIFNAE, IHRMEEEA TSRS, MASHOE,

Incorrect. This describes the role ‘user’, who operates and monitors the Al system, not an
importer.

D) RIEHy. MENMHIEEOE . SIREBHIVTAME, EFSTURS5RALS .

Incorrect. Regulatory authorities are not importers. They are responsible for enforcing
compliance but do not actively participate in placing systems on the market.
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—REWFR TP BETENEMRZEEFNATERERS. ZRRDTRBELARB I REENF

gﬂgﬁg}’ﬁﬁ?ﬁﬁéicﬁfﬁ‘éﬂﬁm%ﬂ@ﬁ“iﬁ&‘%EI’\Jis"eﬂiLl&H)’Ei’E%H%Z:I%ﬁEﬁZQE’\JTEE, ZEINREIE
SAHIRIZIEDE.

ZeWmET ( ATEREER) . NETFNRRITE, ZE(ERTISO/IEC 238945/,
HRIERAE, Iz N SRER L SRR L RIRE ?

A business develops an Al system for fraud detection in financial transactions. This system
analyzes transaction patterns to identify suspicious activities and prevent fraudulent
behavior. Given the potential for false positives that could impact legitimate transactions
and the evolving nature of fraud tactics, the business recognizes the need for effective
safeguards.

The business must comply with the Al Act. To help prevent issues concerning false
positives, the business uses the ISO/IEC 23894 standard.

According to this standard, what should the business do to prevent these issues?

A) BXSEEERNREENT, URRESENNEFEREXG
Embed risk management into all activities to ensure comprehensive oversight and proactive
risk mitigation

B) IESEEUEICAAENE, LURIPEURMSEFHETISRAIERL
Enhance data privacy measures to protect sensitive information and comply with privacy
regulations

C) TXTIESEEVERMY, LIRRESAIMREARARERMIRR
Focus on improving model accuracy to ensure reliable performance and minimize false
positives

D) SLiEMEZEEIE, LURIFRARZINBRMAIREFZINAITE
Implement cybersecurity measures to protect the system from external threats and
unauthorized access

(EBRe, #FTF—R)
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A) IEfa, XM77EENEEERAZIEMIRNSITENT, RIBSESREFER, FAmEXES

B)

9]

D)

Sk, DBRHIRBIFIEEATERERARXEG . XfFE ISO/IEC 23894 1k, HEBETEMME .
(3Zwmk: B, 583.28)

Correct. This approach integrates risk management throughout the organization, customizing
frameworks to fit specific contexts and involving stakeholders to effectively identify and
mitigate Al-related risks. This follows the ISO/IEC 23894 standard and helps most with
compliance. (Literature: B, Chapter 3.2)

NIEHS, 1z REEAIRSFARIR, AT, XFFREMHEBSISO/IEC 23894REPRAR). G
M RIIA TSGR S NG E TR,

Incorrect. The business must address important privacy concerns. However, this does not
specifically integrate the comprehensive risk management practices required for Al as
outlined in the ISO/IEC 23894 standard, which would be necessary for compliance.

AIER, BEMETESEEERELRRAT S R AIREREMRR, ZE SR TEEIERL
M, EFRBRXICEENE Z5m, HINRE. iHMEFIEFEEERNATERERRXE. 1SO/IEC
23894trEsRiE = EAIXBL ETETTIE.

Incorrect. By focusing on improving model accuracy to ensure reliable performance and
minimize false positives, the business enhances model effectiveness but does not address the
broader aspects of risk management, such as identifying, assessing, and mitigating potential
Al-related risks. The ISO/IEC 23894 standard emphasizes a comprehensive approach to risk
management.

RIEf, B STEME T 2B IF R R RZINBRMFIREENAYEE), ZEWER T RREZEH
KERLERLERSY. AT, IXFARIRZEISO/IEC 23894tREFMERI A T EREFr R MG EERLHAISERTE
.

Incorrect. By implementing cybersecurity measures to protect the system from external
threats and unauthorized access, the business addresses a key component of system security.
However, this does not encompass the full scope of risk management practices required for
Al, as specified in the ISO/IEC 23894 standard.
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—KHEATERA TSNS AR AR TRERS. AENETEE, —BER
FRAFMATERER SRR HERAVEREmEE, R RMRIRERA TSRS
HEH. EATHE, XEF-RFEREEARE, TEER.

&, FRORERNEETE T — P XREER, ST RR. BERAR, SEIEX N
&, (ENTERREATFEMRBERX MR,

ETRRYTINZRZMA?

A manufacturing company uses robotic devices driven by Al for quality control on its
assembly lines. The investigative team notes that an anonymous whistleblower claims the
Al system lately shows an unusually low number of faulty products. The reason for the
underreporting of faulty products is a software update of the Al system. Upon manual
inspection, the products are faulty and unsafe to use.

The report states that the new defect detection algorithm produces a crucial error that
causes the false negatives. According to the whistleblower, managers knew about the issue
but did not address the issue, to avoid damaging the company'’s reputation.

What should the next actions be?

A) - BERIEEFRER

- IR 3OREPATFE, NIEREXEET IS

- Adjust the internal algorithm to address the problem

- Notify the relevant competent authority if the issue still exists after 30 days
B) - REPAEEEATRMAER

- VRIS R ERIEEREXEETIY

- Investigate the problem internally and start solving it

- Notify the relevant competent authority of the occurrence immediately

O) - FEFRASRIRE

- IIRBEEFRIOF, WBKEXEETIY

- Research the whistleblower’s reasons for reporting

- Notify the relevant competent authority if consumers start complaining
D) - FIEEERATERERFHIIHREIRTTE

- X{ES TR BEREXEEY

- Stop using the Al system and switch to an older method

- This makes it unnecessary to inform the relevant competent authority

(BEXRZ, ET—R)
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A) AIEH, ERENEETMIER THRRE, SHBRETEFHRGAREER . MRETESER]

B)

9]

AT AT A L ERER GBS NNMEE

Incorrect. Addressing the problem without notifying an authority avoids the legal requirement
to report serious incidents. Penalties and mistrust of the company's handling of Al systems
could follow from not reporting.

IEff, EERIE 7 ERRARANREWRERA SRR . MEXEETWHRSRIE T &M . CE:
A, 874, 3108, (ATEREER) , F73%)

Correct. Investigating guarantees that the underlying cause of the issue is known and
addressed. Reporting to the relevant competent authority guarantees compliance. (Literature:
A, Chapter 7.4, 3.10; Al Act, Article 73)

AER, FERRANSTUER 7ERARFERE, FEETRERS . XIMUEZSEFEEERETE
FEMCENSZ L, ERT (ALERER) WEKERRE .

Incorrect. Investigating a whistleblower’s motives is a breach of whistleblower protection
principles and discourages ethical reporting. This approach prioritizes reputational
management over legal and ethical obligations, violating Al Act requirements and
organizational integrity.

D) AiEff. REEFEILATERRATEHRIR, BT (ATERER) PHENRSNE . X

MAREATEZN, BAXE— I REEiFEEH, YIRS ILLLE

Incorrect. Although stopping the Al system might solve the problem, it does not satisfy the
reporting criteria specified in the Al Act. This choice is unacceptable, because this was a
serious incident that affects product safety, which must be reported as well as addressed.
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MedTech Diagnostics AEHFR—MNEXEA TERER S, BUXFTEERGISHETINR. BiE
BHEUUTHEM:

- NRIEEIINBEL, BRZATERRANTS (ALERER) rRE.

- B TSN EIEER, BTRBIMEREEEHR, AHET NS,

- AITERERGREINFMICREEIR 2T, LIRS,

- MAFRM T EMRSGSIIEI, ERA T SRERIRRIIER RN,

- FFE AT EREERRNSHTEREREHER, BEIETEWARNEE, BE T AKHM.

Z A EIERIZSENE A7

MedTech Diagnostics uses a high-risk Al system for diagnosing medical conditions from X-
ray images. They have the following in place:

- The company has passed an external audit to ensure the Al system adheres to the Al Act's
standards.

- A robust risk management framework identifies and mitigates potential issues, with
contingency plans in place.

- Detailed records of the Al system's operations are securely stored for accountability and
audits.

- Clear documentation and training are provided to users, explaining Al decision-making
and limitations.

- All Al-generated diagnoses are reviewed by medical professionals before being finalized,
integrating human judgment.

What else should the company implement?

A) ffiIROZIEINfESNEIRRIERER, DIEHFEA TERRFRITEERMAT .
They should add robust data governance procedures to maintain the reliability and fairness of
their Al system.

B) ffiIRLZIRA TERERFRBINTIIZTT, THRHTANTRURESHE,
They should ensure that the Al system can operate independently without any human
intervention for efficiency.

C) MINIZSEE—PRSE, BafEBARRER, LINRIZEHIIE,
They should implement a system to automatically override human decisions to speed up the
diagnosis process.

D) ffiIRiZBE—1INRE, RIFEEREA LSRN EFERMINETIER,
They should include a feature that allows patients to directly modify their medical records
based on Al suggestions.

(BEXRZ, ®T—R)
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A) IEHj. fERYEERAIEIE QRS 1| GE0EMR FAIRIRE. (RIVERNERE, BRRFELF

B)

9]

A% . (XEk: A, $33F;, (ATEREER)  F155)

Correct. Robust data and data governance cover the quality, bias mitigation and traceability of
training and operational data, ensuring the system is fair and reliable. (Literature: A, Chapter
3.3; Al Act, Article 15)

RIS, HRIE (ATERER) , BET2iihAnitseait . EFREMRZRIISXEA TEER
iﬁ%‘%i%%ﬂﬁ% DI RZ 2SR, NMETESRYAEE . ATFRENTEERENRES
E o

Incorrect. Full automation in medical diagnosis is not allowed under the Al Act. High-risk Al
systems in healthcare require human oversight to ensure safety and accuracy, making full
independence inappropriate. Human review is essential for patient safety and regulatory
compliance.

ZiIE?’ﬁ;o BEARRRAIESIRERE RS, HHBETZHEFSNEATEERAPATEER
BEEFH.

Incorrect. Automatically overriding human decisions can compromise patient safety and
undermine the essential role of human oversight in high-risk Al systems like medical
diagnosis.

D) FIEff, RIFBREREATERINEMNENETCRURSEAER, MaFEST W SEINEET

ST, FHSECEENK .

Incorrect. Allowing patients to modify medical records based on Al suggestions could lead to
inaccuracies, is not aligned with standard medical practices, which require professional
oversight, and leads to legal risks.
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—RIR N B T —EFRATERERTEDRR, ZERA LUBRNEEIEEN HEEERE. R
BUHLATXUS -

- REELADNGENE. NRERIGAY, BELVERIBAATREATFIFD .

;Piﬁﬁﬂaﬂgﬁfiﬁﬂgﬁﬁﬁ BETFT AT ERENS [ EARIE NS B AR S IR HIN RS
BREME.

- AFAGDPR, (BR#UERIFEGIY (GDPR) XHIMELREZEELHEN ABUEEREREK,

- (ISRINEREIRE,. RITAEFEV/RELISIRME A T E BRI E SRR,

ZRIEARNET (ATEREER) .
BB XBEIT T8 (ATEREER) KiRAEE?

An insurance company implements a new Al-based credit scoring system with access to
both internal databases and public databases. The following risks are identified:

- A lack of proper training data. If the model is not trained well, it will be difficult to
accurately determine a fair score for people.

- Integration with other applications. It will be difficult to integrate the Al-based engine
into the rather complex and at some points outdated application environment.

- Non-compliance with the GDPR. The General Data Protection Regulation (GDPR) has
specific requirements for the autonomous processing of personal data by automated
systems.

- Transparency and quality of the model. Both the employees and the customers must be
able to understand the results and decisions of the Al model.

The insurance company must comply with the Al Act.
Which risk is not important for compliance with the Al Act?

A) TRZIEZSA)IGENE
A lack of proper training data
B) SEfhN FEERRISER
Integration with other applications
C) AFFEGDPR
Non-compliance with the GDPR
D) =RENIEREFIRE
Transparency and quality of the model

(BEXRZ, ET—R)
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B)

9]

D)

=%IN

AIEA. ATERERFNERSRE. FTRIVESIERI LSS A FAYRE. T RAYIZRE0ER
BESHERUEBAERIVIERNS, NER (ATEREER) HIEK.

Incorrect. Al systems must use high-quality, unbiased data to prevent discrimination or unfair
decisions. Poor training data could lead to biased or inaccurate credit scores, violating Al Act
requirements.

Eﬁﬁ% SHfttN ARSI E— X , B (ATERER) FRENIENEG . (CZE:

A, 572 73%)

Correct. Integration with other applications that does not work well is certainly a risk, but not
one defined in the Al Act. (Literature: A, Chapter 7.2, 7.3)

AIER. GDPRYYBEELENMALBIRNRSAE 7 ERIRS], BXHAAZOIRRIIERERM. (AT
BRGEE) SGDPRERFF—E, FBIRENASIEGIE. ATERERRIEEZEMIAR AT (6
W FREEAFIERIRAY) 5E.,

Incorrect. The GDPR provides specific constraints for systems that process personal data
autonomously, but this is not the main challenge that must be addressed. The Al Act aligns
with the GDPR, particularly regarding the processing of personal data, lawful basis for Al
decisions, and individual rights (for example: the right to explanation and appeal).

AIEfE, FUEREFATERREEMERIRN A PEEMRANEEN . RFEENE, AT
FRREAYI R PRI RRRRY., (AT EREER) EXRABREMERRE, S5IRYTER
TP EENEATERERR, BAATERRREFMESRNAE,

Incorrect. Data quality and Al model accuracy are the main challenges to be addressed in this
type of application projects. It is also essential that the output of the Al model is
comprehensible and explainable. The Al Act requires explainability and transparency,
especially for high-risk Al systems like credit scoring, where Al decisions impact financial
access.
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—REAFERIOTR—EATERERS, BTN ASRERPOIETERR. ZRESATENN
0%, CRRENENRBIE R TANAHRBMES RS, XE— I FPIEHE. EeReRF
HRICTERIEXRIBENS.

LiEZA T EERFR DT TXL?

A government agency proposes an Al system to help with predicting crime hotspots
around the downtown area of a larger town. The system will be used for automated
surveillance. It is programmed to automatically identify persons that display suspicious
behavior and report them to the local police. This is a great opportunity for preventing
crime, increasing feelings of safety, and ensuring justice after crime.

Are there any risks related to implementing this Al system?

A) B, ENRTEIWRRNATESERRFAHEEGIRIXG, XETREARALEEDN AT AL,
Yes, because an Al system that is used for automated decisions carries the inherent risk of
bias, which may unfairly disadvantage individuals.

B) & FEH (ATERER) MNASERFFENLZHEAANEG, IUETFEMRELEATIZATERE
LR RS,

Yes, because the Al Act foresees so many privacy risks with surveillance systems that it
outright forbids its employment in public spaces.

C) &, AAELFHEERITNY, ATERERSERENING, EASiIRTgEE tRe,

No, because in crime prosecution and prevention, Al systems carry no particular risks since
they are used to enhance public safety.

D) &, RARNHMBHIATERRRRES THERREREXK, EARKEEM, RBEANER.

No, because public domain Al systems boost efficiency and carry no risk, since the decisions
are objective and free from human error.

A) I, (ATEREER) PR TX—FEXTIR . AHNEERSHEE, ATEERFEDEFE
(RUEREEREINE Z LI MMEER . WTFEXRNAFRIATERERS, (ALEREE
) BRLFHE. XBeiHEMmUERRA . X8 A, 58.1, 8.2, 838)

Correct. The Al Act specifically mentions this main concern. In sensitive fields like crime
prosecution, the possibility of biased data or faulty algorithms in Al systems can produce
discriminating results. For Al systems in high-risk applications, the Al Act requires openness,
risk evaluations, and bias mitigation techniques. (Literature: A, Chapter 8.1, 8.2, 8.3)

B) RIEf. (ATEREER) EEEFFIREATSRNRS. FRAIAYEER, MARELEEEATHM
WRINZF . FERESIHVTREIFIIER, (ATEREER) ShtlH .

Incorrect. The Al Act aims to control and guarantee the safe, open, and fair use of Al rather
than deter its use in public domains. While enforcing protections to handle hazards, the Al Act
stimulates creativity.

C) AIEffh, BEAHZEER—NRS8R, EXAFEEEHERICRMIEREARZTHINALTA
FHBRIAINSS
Incorrect. Increasing public safety is a noble goal, but it does not negate the obligation to
mitigate risks to privacy and disadvantaging individuals that are not misbehaving in public.

D) RIEffE. ATEEREAYEHRIRT)ISEUEFINANEE, FEI)|SEuEF IR U ST R RS
gﬁgg%ﬁ&%ﬂlﬂ o BIIA—BHARHTEEM . b, (ATEREER) BWFNABAREEERR
YA
Incorrect. Al outputs rely on the training data and algorithms applied, so any bias from the
training data carries over into the decisions the system will make. They are not necessarily
more objective than human judgement. In addition, the Al Act gives individuals the right to
have decisions made about them overseen by a human.
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—HKBAEEFA— T ATHEENATERERS. £REINT, BRBIE—MXE: 2R 5ah
ZEPREREFESSIRIZA, TTESEUIIMER. BAIEREENTNASX LB,

ZARAIEST ( ATEREER) . NAEENEFILUXG, ZERERTISO/IEC TR 243681R/AE,
WRIEZIE, ZARNREBL S FESRE AL XS ?

An organization develops an Al system for recruitment purposes. During internal testing,
the team identified a risk: the system sometimes unintentionally favored candidates from
certain backgrounds, leading to potentially discriminatory outcomes. The team is now
unsure how to structure their response to these concerns.

The organization must comply with the Al Act. To help mitigate the risk, the organization
uses the ISO/IEC TR 24368 standard.

According to this standard, what should the organization do to mitigate this risk?

A) FEEZE, RIEEMULSITHEIENTTE RAOEER
Adjust the algorithm to prioritize demographic quotas based on employment statistics

B) RVTMIESE, MIIFERBIRATE A O 50R

Adopt a zero-data approach by removing all demographic data from the training set

C) NEMNEZEER, RIPMEREASIEFIERASEY

Apply cybersecurity measures to protect candidate data and enhance system integrity
D) SLiEFIEERXESSE, LORBIFEREERI

Implement a stakeholder engagement process to identify and mitigate potential biases

A) RIEffs, BEASEFHERUCTBEEURSRE, ERINE RN AR eSS INFTRIR
00, ISO/IEC TR 24368 trtEsaid N FEFFImiERES S, MAHEERAOSITBR .
Incorrect. While aiming to balance representation may seem ethical, applying rigid quotas
without context may introduce new biases. ISO/IEC TR 24368 emphasizes fairness and
stakeholder involvement over arbitrary demographic targets.

B) AIER. (UNBRAORIHEIEAEENLLN, EEnsem=ilAmA . 1SO/IEC TR 24368 tRfEsk
FNERRRYFT AR ERREIEEE, TAFS BthiePREdE .
Incorrect. Simply removing demographic data does not prevent discrimination and can even
obscure existing biases. ISO/IEC TR 24368 encourages transparent methods and bias
mitigation, not blind data removal.

C) AIEf. BANELZ2REE, BEETLERUBAFHCEDR . BRMCEREFESISO/IEC TR
24368 TNERFFITIE .
Incorrect. While cybersecurity is important, it does not encompass ethical issues like bias or
fairness. Addressing ethical concerns require approaches aligned with ISO/IEC TR 24368.

D) IEffs. ISO/IEC TR 24368 iRE(BHAGIERESS, LIAIRIFCEX, HAARKESE. AFHA
TERRR . X357 (ATERZER) XTAFAREMAIBER. O B, 548)
Correct. ISO/IEC TR 24368 promotes stakeholder engagement to uncover ethical risks, like
bias, and develop inclusive, fair Al systems. This supports the Al Act’s goals around fairness
and non-discrimination. (Literature: B, Chapter 4)
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—RAREEFR— T ATERERIATERRR. ERHUKF, SHEARI—XEG: &2
RRISIERZERE, FEXGITERISHEER.

ZALAEST ( ATEREER) . ZBRAERTISO/IEC 42001HRAEFINISTA T EREXGE
EHEZR (RMF) .

MRIEILCFREAINESR, 1%V N SRERP L FERES AR RIX —XIBR ?

An organization develops an Al system for loan approval. During internal testing, the
compliance team finds a risk: they find a lack of transparency in how the model makes
decisions, as well as limited documentation for risk evaluation.

The organization must comply with the Al Act. The organization uses the ISO/IEC 42001
standard and the NIST Al Risk Management Framework (RMF) to accomplish that.

According to this standard and framework, what should the business do to address this
risk?

A) RIEEFENNEZ SISt TR SIS

Conduct a safety compliance assessment based on recommended cybersecurity guidelines
B) ZBEMERAALERRRHT BRI Fa RIS

Decommission the Al system immediately and transition to a manual loan approval process
C) EX—EIEREREFEEITY, FCRRREELEIE

Define a measurement plan with transparency metrics and record decision logic for oversight
D) ERSHKIIBREERE, LRAREHMRRIKR

Rebuild the system using synthetic data to eliminate as many sources of bias as possible

A) AIEfE, ETFLEIERAEE IFREBESRXE AR . B, B5ERAINEMREEREX
BX .
Incorrect. Adhering to security guidelines does not specifically address transparency or risk
documentation. Therefore, it is not directly relevant to the identified issue.

B) AIEH. RBELEERARS, HACMCTRISMHNE . IREIFNmEEEREE, Bhs
SHIBRERANRE . NEFTLIBSEEIRERTETE .
Incorrect. There is no need to decommission the system, because it is only in internal testing.
Switching to manual loan approvals would avoid the problem, but it would also result in the
loss of all investment costs. The risk can be managed through structured governance.

C) IEff, ISO/IEC 42001 s2iEiERAFIETMRRRRYARREIE, IR ATEEEMEIATANFRIGE . NIST Al
RMF BT E&EINgE e XISn BRI . BRMSZ, XE5EERBR TR TPREAYE
M, (OZ#k: B, 5822, 2.55)

Correct. ISO/IEC 42001 emphasizes transparent and explainable decision-making, along with
thorough documentation across the Al lifecycle. The NIST Al RMF supports defining metrics
through its Measure function and promoting traceability. Together, these approaches directly
address the issues presented in the scenario. (Literature: B, Chapter 2.2, 2.5)

D) RIEffs. BRIRGERSAHEUEFFRERRRIER, BREEFRERZEPEMXBESEIIOERK |
Incorrect. Using synthetic data alone does not ensure bias mitigation and fails to address core
requirements around transparency and risk documentation.
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—HRMFHNVETIERTR T —ASEEMHER (4R) , ZFEPERE T BT EBREIATERE
PHRRBIFRA. EAERES, R T LATIXEE:

- SRR, RENRETERIBEIZIR.

- ZIEEETREELIEE, EABAMEEMERIIRT.

- AR ARAKHEE AR EN A MR,

- EATERRFTTENER, FRAMEANEEREIERE .

SNER (AT EREER) SRR, DARRAIRRE?

A leading automotive manufacturer has developed a highly automated vehicle (level 4)
equipped with an Al-based object recognition technology for road safety. During testing,
the following risks are discovered:

- The system'’s ability to detect speed bumps is compromised under low-light conditions.

- It might be hard to sell the model, because it does not know dimensions of other vehicles.
- The developers are not quite sure how to explain how the model makes decisions.

- Not all stakeholders were asked for input during the development phase of the Al system.

When only looking at Al Act compliance, what must be addressed?

A) MELHARFHTUHARBAIXEG
The risk of insufficient testing under real-world conditions
B) ATEERERFRRZIEHENIXPE
The risk of lack of transparency in Al decision-making
C) AT ERERGIEMEREIAIRE RN
The risk of limited scalability of the Al system to other vehicle models
D) ATHEREFAIEDFZBAXESSHIRAIXGE

The risk of limited stakeholder involvement during Al development

A) AIEH. (ATEREER) EMETEHRDRBINXIGIIBRERESERMA, MARBERIISLHA
SR A B AYRLE.
Incorrect. The Al Act focuses more on mitigating identified risks and ensuring transparency
and fundamental rights, rather than addressing insufficient real-world testing.

B) IFis. (ATEREER) BFERERATERRREHE, LIRBIFMMUEREXK, XEMZRFH
NEIRR, (ZEk: A, 587.108)
Correct. Article 11 of the Al Act emphasizes transparency in Al systems to identify and rectify
potential risks, which is the central issue in this scenario. (Literature: A, Chapter 7.10)

@) KZIEE& SATT BEER EEXEE, EEHREEHR (ATEREE) YXICERMZERRER
%\ X o
Incorrect. While scalability is crucial commercially, it doesn't directly address the Al Act's
requirements for risk mitigation and transparency.

D) AIEH. REFISIEXENSSREE, EXHIE (\THEER) NES.

Incorrect. Although stakeholder involvement is important, it is not the focus of the Al Act.
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;fﬁ RATEEEE— N ATERERSR, LMLAEEXREHIR R RERE. 1ZBREERERN
1EHE:

- —NABRATERRE, BENERIEEROZEASTIENEIIAIL
- —PMHRRATERRE, JLMSEEFUMERE.

ZABWRET (ATEEER) | ERIBAEFEEIFAIRA.
RFMRERIESIZ AT ?

A logistics company is building an Al system to optimize its delivery paths and lower fuel
usage. The organization is weighing two choices:

- A closed-source Al model from a vendor who guarantees speedier installation and verified
compliance certifications.
- An open-source Al model that allows for great customizing and transparency.

The company must comply with the Al Act but also wants to balance innovation and cost.
Which model suits this company best?

A) IRATEREE, RACFAREERE, AXIERIEE. XFHETAEMAITEME.

A closed-source Al model, because it is intrinsically more secure and trusted by authorities.
This reduces the possibility of non-compliance.

B) MRATERERE, EACRMTUAENSHMN. KR T ABIERAS (ATERER) NRE.
A closed-source Al model, because it provides pre-certified compliance. This lessens the
company's burden of proving Al Act compliance.

C) ARATERRERE, AACRIESEER. XETFRECRAIE =i EER,

An open-source Al model, because it guarantees complete transparency. This helps with
documentation and auditability requirements.

D) FRATEREE, AAERZ (ATERER) SHAR, XEEAFEREELFIAER.

An open-source Al model, because it is excepted from Al Act compliance. This is due to the
source code being publicly available.

A) RIEH. HFESEENR EHIFESHIEER S,
Incorrect. Closed-source approaches are not by nature more compliant or safe.

B) AEH. REAFRETLISEEIAL, BE(IRERZHEADFREARTEANAERERHER
RiEMERIF L.
Incorrect. Though closed-source models can include compliance certifications, they might lack
the flexibility and openness required to fit company needs or changing legal requirements.

C) IEfa. FFREEUEMAYTEBERERE (ATEREER) XTIUHEIHE. ANEMEIXEIEFIRITRE.
XEMB SR ADREBERRREAML. Ot A, $65)
Correct. Full transparency offered by open-source models fits the criteria of the Al Act for
auditability, traceability, and risk control. These advantages let the logistics firm show
compliance more easily. (Literature: A, Chapter 6)

D) AiEfE. HRiE (ATEREER) , FREEAIERAEEMSRAE.
Incorrect. Under the Al Act, open-source models are not free from compliance responsibilities.
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(ATEREER) e T ATEEFARNERIMCIERT.

RIRARX LR Z—?

The Al Act defines ethical principles for Al development.

What is not one of those principles?

A)
B)
9]

D)

A)

B)

9]

D)

)k

Explicability

Fairness

e S )

Loss prevention
BEATEREEM
Respect for Al autonomy

AER. X2 (ATEREER) FR—TURN, EEXRATERRFEPETIER, HWRAFMRNmE
KEEBIERRRZWNEMERY, UKESEER,

Incorrect. This is a principle in the Al Act. It requires Al systems to be transparent and
understandable, ensuring that users and stakeholders can comprehend how decisions are
made and the rationale behind them.

RIEH. XE (ATEEER) PA—TURN. ERHAERATEERFENATT RGBT ERRIE
R4, HERETE N AEBREBRIG A FRIERIESR.

Incorrect. This is a principle in the Al Act. It mandates that Al systems should be developed
and deployed to operate without bias or discrimination, ensuring equitable and just outcomes
for all individuals.

AEMR. X2 (ATEREER) FR—TURN, eRERIT A TEERGASAIREEFERX LTI
RENEEM, WRAFPTIZALERERATNENZERE,

Incorrect. This is a principle in the Al Act. It emphasizes the importance of designing Al
systems to minimize risks and prevent harm, ensuring safety and security for users and those
impacted by Al technologies.

I, EMNRENREEARBEN . (ATERER) TBNETAFMY, IRKATBHFIATRRES
RN, SEHRATEERRFUGRE. SPMAEINSFRMER . OE: A, $9.15)
Correct. The correct principle is respect for human autonomy. The Al Act primarily focuses on
principles such as fairness, loss prevention, and explicability, which aim to ensure that Al
systems are developed and used responsibly, transparently, and without bias. (Literature: A,
Chapter 9.1)
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—FBIAREETFA— P ATERRS, SERTREDIFERNTREGIRIZ RIRHEI R
MEEES, ZRGWEFERIRINZITHEE.

RiE (ATERER) | XRVENTEXENZERBHA, UFEEIHSRE?

A startup develops an Al system to assist with personalized learning in schools by tailoring
lesson plans to individual students’ needs. The system collects data on students’
performance and learning behaviors.

According to the Al Act, what should the startup consider here, to balance innovation with
regulation?

A)

B)

9]

D)

A)

B)

9]

D)

BRI RFIRC BN, DABEIMIRERE, FEelFmIEEnEE

Avoid labeling the system as high-risk to circumvent additional regulatory burdens and
streamline innovation

BRATEERALRT —HIHHMEAT SN RSER

Ensure the Al system undergoes a conformity assessment and complies with high-risk system
regulations

SLitfEERVEERIFTIRE, (BEUERFER, LUEREBEER

Implement robust data protection features but take out user notifications to avoid delays in
deployment

KBRS (MHELEFFR, LRHEXEEMERNZIN

Market the system to private schools exclusively to limit the impact of high-risk compliance
requirements

RNEW. A THEEERMSRAHTERFCRNERN, HUESETEEEER,

Incorrect. Mislabeling the system to avoid regulations is unethical and can lead to serious
legal repercussions.

I, HTRSHEHMEARREBENTETENRRFTINERBE . (OHk: A, £7.68;, (AT
BREER) |, HB/65K, D)

Correct. Conducting a conformity assessment and ensuring transparency are crucial for
compliance with high-risk system regulations. (Literature: A, Chapter 7.6; Al Act, Article 6,
Annex Ill)

AEW. FRFERNSTEREMNETHIRERFENEREE,

Incorrect. User notifications are essential for transparency and compliance with data
protection regulations.

RIEHE, FAZFRAIEMEA—EEEREN, TieHIZIE, EeuEiErL.

Incorrect. Compliance is not necessarily more lenient in private schools, and regulations must
be followed regardless of the market.
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—RERWEY Fintegra IEFELiE— M AT ERERS, ATQNRZZPHENETA. ZRRF2HE

X,

BEFNRZZESHAOSREIEHITOHT. Fintegra BUET (ATEREER) MEiERIMLE

Fintegra ETHIER/IMCERNEESNEMHA?

A financial institution, Fintegra, is implementing an Al system to detect fraud in
transactions. The system requires access to customers’ transaction information and
demographic data for its analysis. Fintegra must comply with the Al Act’s data minimization
requirement.

What is the best way for Fintegra to comply with the data minimization requirement?

A)

B)

9]

D)

A)

B)

9]

D)

gj_;,{ i]%ﬁ%% WATE R ZEEF MR EARRBBAAREIRUSEER, BMEXEAERS T RSN B
: § Ego

They should anonymize all transaction data and remove any data that identifies a natural
person to comply with the requirement, even if that data is critical for fraud detection
purposes.

EAIROZWEERT B N ANFHER, BIESBfEimElt, LIRRSHO TR EHERRISuH, 7R
BEIKAY It Z 2 TR EEE,

They should collect all personal details, including full name and precise address, to ensure
precise analysis and improvement over time, and securely store the data as long as needed.
ggﬁt_\éﬁ#%%ﬁ%ﬂi%ﬂﬁﬁuE'—ﬁ*ﬁiﬂﬂﬁﬁ’ﬁ’fﬁ%E’JEE*&?}E, FHEESRAMEN AFRER, HIUNEFRIZRE
=t o

They should limit data collection to transaction data that is relevant to detecting fraud, and
avoid processing personal details, such as the customers’ full name or precise address.
INIZRSRE (ATEREER) 19, FKEANTRIRNEHEZEREEE, XEARERD 73
PMAFHER (NEFER) HIRNERLLE.

They should share the collected data only with recognized vendors compliant with the Al Act,
which minimizes internal handling of personal details, like the customer’s full name.

AIEfE, BAERWREE, ERREIFCUTFIXESESRREATERERSNEE, B (AT
BREER) HEIERIVURNARERIX .

Incorrect. While anonymization is important, removing critical data required for fraud
detection undermines the Al system’s effectiveness and is not required by the principle of
data minimization under the Al Act.

RIEfE, WERATFRERMERIALNE, IERLEtH T, hiER THES/IMURN, FEMTARHFE
(AT HEREER) NERIN.
Incorrect. Collecting and storing all available data, even when done securely, violates the
principle of data minimization and increases the risk of non-compliance with the Al Act.
IEfs, (ATEREER) TRSUES/IMUFENZERALUTEFILIE A TERER SRS E BRI H8L
ZROHEE . BINETSRIEFRNERNRZEIEFER ARG EZINDNAFRER, ZATETT
X—2K ., Ok A, F415)
Correct. The principle of data minimization under the Al Act requires organizations to collect
and process only data that is strictly necessary for the specific purpose of the Al system. By
focusing on transaction data relevant to fraud detection and avoiding any unnecessary
personal details, the company complies with this requirement. (Literature: A, Chapter 4.1)

RIEfE, XAE—MFEE, FASINBMRNEAHEZEETTREREREUERIFAN. BIfE Fintegra f
HNEEAS (ATERER) (INE, XUEARHERIVUCEIEERRIEREN,

Incorrect. This is not a good option, as sharing data with external vendors may breach data
protection rules. Even if Fintegra and the vendor are both compliant with the Al Act, this does
not align with minimizing data usage either.
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EduTechIEfESLiE— M EENFIFE, ZTFAERATERERMHEENZEIRR . ZTER
EFENMIRIDERZESIEE .

EduTechRzfRMBLEXEE, LABBIRIZA TERER ST SCIEMER?

EduTech is implementing an adaptive learning platform that uses Al to personalize learning
paths for students. The platform adjusts the difficulty of tasks based on individual
performance.

What risk should EduTech mitigate to ensure the ethical use of this Al system?

A) RAMBARRIXG, RAXEeSHELFEREANTFRINSETSS. XM XEET EREEMERN
AT ERER G SIREME SR ERR.
The risk of bias and discrimination, because these would lead to unfair advantages or
disadvantages for certain students. This risk is mitigated by regularly reviewing and updating
the Al system's data sets and algorithms.

B) IEMRBUARING, XAIRESEFETDEEFMANMBAERRE. XFPXBLET A TEERFHIRR
IR RERER, LRHFEESEE,
The risk of over-reliance on technology, which could result in students not developing critical
thinking skills. This risk is mitigated by keeping the Al system's decision-making process
confidential to stimulate students to think more.

C) FRFAHEERIXEG, FEOSURRIFELRIE, SEIANRI, ATREaWABNMERE. XMXEETE
SHMETIRES A L ERERFRISARMERERERR.
The risk of privacy breaches, because sensitive student data, including their performance
could be mishandled or exposed. This risk is mitigated by focusing more on improving the
technical performance of the Al system.

D) ERERRRNNEG, ENFEMHE TIFE N ERARSITMEHRY, XX BT HHRATERE
RREREATRENER FMETRER, XERT A AFE.
The risk of transparency issues, because students and educators may not understand how
decisions are made. This risk is mitigated by ensuring that the Al system operates without
human oversight, which ensures fairness.

A) IEH. RUABEAERSRER—NEANG . EFEENERERE N SRR T R R AL
RIXBE . (3ZEk: A, 557.6%)
Correct. Bias and discrimination are big risks in education. Regularly reviewing and updating
data sets and algorithms helps mitigate the risk of bias and discrimination. (Literature: A,
Chapter 7.6)

B) AIEfE. BEENTATERICIEFEREXEE. BEANAMBHETHNEPRERE, BXSATERE
REREHELX.
Incorrect. Transparency is crucial for ethical Al use. Fostering critical thinking is important in
education, but it has nothing to do with transparency of Al systems.

C) AIEME, (YXBARMREFARERFRICIRIEE, HARERFRISFAEERIXBL,
Incorrect. Technical performance alone does not address ethical concerns, nor does it
decrease the risk of privacy breaches.

D) AIEff. REIRBALTFRAURRILUEINAFY, BREIATEENA T IEEREINRIALARAT
MBE, ATHENTHRGTSCHEBEREXEE,
Incorrect. Although decisions without human intervention can increase fairness, a lack of
human oversight for Al increases the risk of bias and discrimination. Human oversight is
essential to ensure ethical use.
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—RKEGRZETT INSRBINSHINIGT . IR T — M ATEEIZIRS, LIhEhREIZEN2
. ZREDTBELIE. mEMRGAE.

ZR R (US) pIINA. BUER (EU) N—EETFEXRREXRMZEAS, EINZATERE
RSN TRRIEREEWRIER. MR REATEEERAIBIESIRIZIIEWANRIIEZR.

AR RAIZA LSRR AEXAIXGE?

W

A hospital department specializes in the diagnosis and treatment diseases. They develop an
Al diagnostic system to assist in identifying rare diagnoses. The system analyses patient
data, medical history, and imaging scans.

The system is successfully adopted in the United States (US). Some medical specialists in
the European Union (EU) want to adopt the system, but they do not have clear
understanding of how the Al system works. They also do not have special knowledge and
experience in monitoring Al or recognizing malfunctions or misdiagnoses.

What is not a risk associated with the adoption of this Al system?

A) RZBEHMATEERIXBE

The risk of lack of effective human supervision
B) HTEmMREISEIRZHIXEE

The risk of misdiagnosis due to automation bias
C) HMTHRZERESHMSERING

The risk of mistrust caused by lack of transparency
D) FREFRHEBEICRAING

The risk of unauthorized access to patient records

A) AIEffs, BATEARZERZRFNEWANR, WL EEEA TSR RASREE AR
.
Incorrect. Due to the lack of specialist knowledge of the team using the system, they may not
be able to monitor Al and recognize malfunctions or inaccurate output.

B) RIEff, HTFREXTAUMIERAERERLHAITURNR, ATaEatRIARZ.
Incorrect. Due to lack of specialist knowledge on how to correctly interpret the output, biases
and misdiagnoses may occur.

C) AIEff, EFEXRTERATERAFNIFRE, XAJgSHERZEREM~EMSE,
Incorrect. The medical specialists do not understand how the Al system works, which may lead
to mistrust due to lack of transparency.

D) IFffs. BEAMUERFAMIRSFNANLREER SR, BERHSRD, BlIFARBAFER S ATERE
TR BRIV EREMIEREERAINEE. OBk A, 5B7.78)
Correct. While data privacy and unauthorized access are important concerns, they are not
specifically highlighted as risks related to the operational adoption and understanding of the
Al diagnostic system in this scenario. (Literature: A, Chapter 7.7)
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—REWIFEFAKEEREDFIATERERS. EUNEES, BAKINESRER (PIUNRE
RERIBNEE) SSEEINRME, IERTEEE. XEERAESHRFANE, fIREER
REHESFERRBIAF, N RESREENNE =S HEHRIER.

ZRLIET (AT EREEE) . 19t ER T CEN/CLC/TR 18115#&28,
RIEZIESR, AT E RN R R AMA R RIX NEIRE?

A business makes an Al system for smart home assistants. During testing, the team finds
that voice recognition errors, such as confusing similar-sounding words, lead to unintended
actions, like turning on the wrong appliance. These mistakes can cause privacy breaches,
such as recording conversations without consent or misidentifying users, potentially sharing
sensitive information with unauthorized parties.

The organization must comply with the Al Act. They use the CEN/CLC/TR 18115 framework
to do so.

According to this framework, what should the Al provider do to address the issue?

A) HEFNZEXES ST, BRI AT SRR L FREBNAREE
Create a stakeholder engagement plan to get different views on how the Al system works
B) #HTCERmITAL, LT S ReREENTFRIRSRANBS
Do an ethical impact assessment to understand privacy risks of smart home assistants
C) BEIFERRFNEIEFIERICE AR RSIGEIERE
Improve the training data quality by using systematic validation and error-checking methods
D) BIIMMERIFES R LLARHE R SRR E

Increase data security with encryption to protect voice data and prevent data breaches

A) Q‘Hﬁo WAEEXE S SHRAMTIERE ZRIRN, BEFERRRESERENERKAT
Inco:orrect. Engaging stakeholders is beneficial for understanding broader implications, but it
does not address the immediate technical need for improving data quality.

B) AIEf. EACEMIMTERER, BE(FERRSEIRENRRELIERIE,

Incorrect. While ethical impact assessments are important, they do not solve the issue of low-
quality data that causes the misinterpretations

C) IFf, BERFWIFFERIOERIZSEUERERS CEN/CLC/TR 18115 1228, R T XJ/EHHF17E
HIERERK, LBRATEERAZEBIMEIT . OLEk: B, H15)
Correct. Enhancing data quality through systematic validation and error-checking aligns with
the CEN/CLC/TR 18115 framework, addressing the need for accurate and complete data to
ensure safe and effective Al system performance. (Literature: B, Chapter 1)

D) FIEff. REHIELXSREE, ENEHTERALIERENE, MXERNZRAOER,
Incorrect. Although data security is important, encryption does not address the problem with
data quality, which is central to this scenario.
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—HREHXAEHRRINER (ATERER) BRI EYRHERA A TSRS,

XX THRIESATI R A?

A technology company was found to be using an Al system for real-time remote biometric
identification, which is explicitly prohibited by the Al Act.

What is the appropriate penalty for this violation?

A) BFIERES, FLELSIR
A formal warning without financial penalties

B) SEAIA750ARTE t—UBEE SRR EE A1 %a TEETR
An administrative fine of up to €7.5 million or 1% of the total global annual turnover in the
previous financial year

C) &EAIA15005BTe E—EFE RS FE W3 %A TBETT
An administrative fine of up to €15 million or 3% of the total global annual turnover in the
previous financial year

D) &&EAIIA35005 B Ta E— MBI E SRS EEWERT7 %a TEETR
An administrative fine of up to €35 million or 7% of the total global annual turnover in the
previous financial year

A) RIEH. MTEERATERERTH, FELSTRRIEXNESEREH.

Incorrect. A formal warning without a financial penalty is not adequate for a serious breach of

Al regulations.
B) RIEf. WFARIREILTANENTH, HIHFNIME.
Incorrect. This fine is too low for a violation involving prohibited actions by a company.
C) AIEHE. B, (BLSIKSNFEEREEE AR .
Incorrect. While substantial, this fine does not match the severity of such a serious breach.
D) IEff, LAETHS ( ATEREER) PGS EENT ARSI EETIFER . Ot A, 583.11
8, (AIEREER) , B52%, F9I9%)
Correct. This penalty aligns with the maximum possible fine for the most severe violations
under the Al regulation. (Literature: A, Chapter 3.11; Al Act, Article 52, Article 99)
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(ATEREER) FRIRPATERRFAR N L ENEERN: EHEMATERKE,

AT AEREAMTEREHRER?

The Al Act particularly emphasizes the importance of two aspects of Al systems:
transparency and traceability.

Why are transparency and traceability important?

A) AFEIINTHRERATEERANRREFIEAEEEXREE,

Because they are crucial for ensuring accountability and fostering trust in Al systems.
B) EANENIRMEFm (BEATERRS) ABaFIMEK,

Because they are mandatory requirements for all products, including Al systems.
CO) EAEIINFALERRRNIT RSB NEIEE,

Because they are particularly essential for the reliability and automation of Al systems.
D) FENENIERM. PEMEEILEZBEEEZN.

Because they are shared between European, Chinese, and American legislation.

A) IEf, XTAAERFMEES A TIER. MRERATERERSAIRRMIT) . FEMER
ATERERRIE. SUEEMRFRFREBRFEENFEIT . XWTRINRL., HRFEREIEEXE
E . EREMTERETATEERATNERFMBAFEEHREEERE . Ok A, $3.15)
Correct. Detailed information about the data used helps to understand, explain, and
comprehend the decisions and actions of an Al system. Traceability ensures that Al decision-
making processes, datasets, and system operations can be reviewed and audited. This is
crucial for identifying biases, errors, and accountability issues. Transparency and traceability
are important for the accountability and trust of users in the Al systems. (Literature: A, Chapter
3.1)

B) RIEf. EAEPEMTEMRESATERRRARER, BTG~ mAsastEEXK.,
Incorrect. While transparency and traceability are important for Al systems, they are not
mandatory for all products.

C) FIEf, EREAIEMERITREARMA TEARAREANESERISE (il RE
=, IRMNENMESSATERRFEMIREERRX, F—ESXBMNRERUEX,

Incorrect. Transparency and traceability are important for the accountability and trust (not
reliability) of European Union (EU) citizens and users in the Al systems and technologies.
Reliability and automation are more related to Al system performance and robustness, not
necessarily these two principles.

D) AIEff§, = AEFERKATEREENZ AR —SMARERIEAIBREEERSH, ATEEERE—IN
RRMER. PEMEEBRRRINE RFEEESR.
Incorrect. Consistency and homogeneity among the three major global regulations on Al is
not an aspect taken into consideration by the European Union (EU). The Al Act is a European
regulation. China and the United States have different focuses and legal frameworks.
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—REENEERNA TSR RSRERARF I AIRE BB TENER S, ZRR
F R R & e E(S B - Mt SRR P AR,

RiE (ANTEREER) | RATEERFRERNISET I E5?

An Al system, used by a retail organization, automatically changes the way elements of the
website are displayed based on user preferences and device used. The system recommends
products and enhances user experience using click history and time spent on a page.

According to the Al Act, in which category should the use of this Al system be classified?

A) RAJEZAIXG
Unacceptable risk

B) SXBGEAY
High-risk

C) BIRXEAY
Limited-risk

D) RXLEZEXLAT

Minimal or no-risk

A) AIEff, ZRFEATFEATEZXICHTE, ZNETRATERRFACEARE™. TEHEAIMN
F, EEEMNEPHIMWSTIRRAFARLEE.
Incorrect. The system falls short of the standards for unacceptable risk, which relates to Al
systems endangering human dignity, safety, or basic rights. Influencing buying decisions
within a retail environment is not intrinsically harmful.

B) AIER. ETRE. RITEHUFTHNATERRS, MRAIESREANFER AR, WKHA
BB, AN R RIS E ML MR S AT S B XS,
Incorrect. Al systems in fields like healthcare, banking, or employment where major rights or
safety concerns are likely, are considered high-risk. The way this technology uses non-
sensitive data to enhance website appearance does not satisfy the high-risk criteria.

C) AIEffs, REZRFSFIMBETREIRE, BEEEENTMLN ERIREIRN S NEEL THRXRE
Incorrect. Although the system influences consumer choices, its modest impact and use of
non-sensitive data more closely relate with the minimal or no-risk classification.

D) IEffs, ZRFAEMNEIMNEFIETT, ERIBREEE, BMBFNWEARE, FIHF2EXE
RTCMBG. (OZ#k: A, 583.3. 3.45)
Correct. The system employs non-sensitive data, runs in a low-stakes setting, and only affects
users' purchasing experience, so it is categorized as either little or no risk. (Literature: A,
Chapter 3.3, 3.4)
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—RAFEET M RATRERETEIMORRIATERERS. ZATERRFSmEED. Y&
T THREFHR HETEI,

ZATHEOIZ A TERER G A sEF i EES At 2RO R W

ZABERATERR A RIAIRE T ZZHA?

A company creates an Al system for automated decision-making in its hiring process. The
Al system will screen resumes, rank candidates, and make recommendations for interviews.

The company is worried that the Al system may have biases that could affect the hiring
process.

What is the best approach for the company to mitigate biases in the Al system?

A)
B)
9]

D)

A)

B)

9]

D)

RFATERRFERBANH—STIRIER FEIFEN

Allow the Al system to learn and adapt without further human intervention
REIGEETRRL, ST ATERRRIMRE

Ignore biases in the training data and focus on the Al system's performance
HEZTURIF KRB REIEEEA TERERS

Implement a diverse development team to create and monitor the Al system

EFRR—HIERR)IGATERRES, LIRS

Use a single source of data for training the Al system to ensure consistency

RIER, RIFATERERFATRKEAANTRIBER TES, JESEEIMeIMRZEEEE. ( (AL
BREER) |, 18/965)

Incorrect. Allowing the Al system to learn without human intervention can lead to unintended
biases and lack of accountability. (Al Act, Guideline 65)

RIEHE, RAmEIAESEEAIMER, AERFSCEEN., REYRFIRBIFEERL. ( (A
TEREER) | 185872)

Incorrect. Ignoring biases can lead to discriminatory outcomes and is not compliant with
ethical guidelines. The system must learn to recognize and adjust for the biases. (Al Act,
Guideline 72)

1M, SITCRIBIRAETLASSENIRBIFE R, IRATERRALATHESE. Ot A, 5455,
(ATEREER) | 5681)

Correct. A diverse team can help identify and mitigate biases, ensuring the Al system is fair
and inclusive. (Literature: A, Chapter 4.5; Al Act, Guideline 81)

TIEHE, (FRR—HIERITESIREATERERINZILEES], HTsesIANRT. ( (ATERE

) , 15/73)

Incorrect. Using a single source of data can limit the Al system's ability to generalize and may
introduce biases. (Al Act, Guideline 73)
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—3%& /9 Feline Finesse RIMIIETHEIAIRECHFDEIRIEIL, HhEERIERZEE R EHIEKE
nH. ZMIEFERIATEERFEILITERIATES:

- IRIEH S A aIE RN S,
- IRIEIE R AR RS R THET.
- NEHEFEIA N A REE AR Mt .

Hal, ZNEESHmE A TSRS, AENEZNTIFFREIFEER. M, BFETE
XIXFMELERHEREE, FENEFTEAZIFERRNZERELUN CTInEE,

2R (ANTEBRER) , BRITENZ T BIPLEXZEREAIRNIR?

Feline Finesse is a webshop that sells cat accessories and cat pillows, including personalized
cat plushies based on customer pictures. The webshop uses an Al system that can do the
following things:

- It dynamically changes prices depending on consumer activity.
- It ranks search results, based on customer preferences.
- It gives personal recommendations for other products it thinks the customer likes.

Currently, the webshop makes customers aware of what the Al system does and is very
transparent about how the algorithm works. However, the CEO questions this practice and
wants to know what degree of transparency is required and how it affects sales.

With reference to the Al Act, what should the CEO know about transparency?

A)

B)

9]

D)

BEAEALIEEEEIERRAZEZMM. HEERE (ATERER) BT HEENMNEIERNAHEE
FARY, XFPIRfRREIEFEIE.

Transparency can prove to consumers that the system is objective. Consumers have a right
under the Al Act to understand how their data is used and this understanding fosters trust.
BHENLURTATERRFNERMSAR, HEETETHX—RETREESNATEEEE X7
ERFNFEE,

Transparency can show the limits or constraints of the Al system. Consumers may lose trust in
the company after understanding this, which damages the company’s reputation.

BFESHIEEFRERERE. MHERNENESTERZRS, MIIAFETHRALSERANEE
&,

Transparency is not mandated for e-commerce. Consumers are helped by the convenience of
personalization and do not need knowledge or understanding of how the Al system operates.
EIRERTFREATERERFARE. BERENEFENE OISR THEE RN ESHRIEEm T
B%O

Transparency is restricted to making the source code of the Al system available. Consumers’
confidence in the system may decrease from understanding how the algorithm works exactly.

(BEXRZ, ET—R)
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A) . (ATEREER) FSENIAREONEERERRZEHE . Ok A, $3.68)
Correct. A pillar of the Al Act and a major determinant of public confidence is transparency.
(Literature: A, Chapter 3.6)

B) FIEf. REBRREIZEHEN—ED, EEENHIFHEGEE. HENSEIRIERENTISIMR
FNEEEEPSEAVASIES
Incorrect. Though it is part of transparency, revealing constraints is not meant to lower trust. It
is meant to build trust by guaranteeing responsibility and realistic expectations.

C) AIEff. BAMERIMXIKSECEEE RGBT, B (ATERER) miEEHEKEHE. BHEE
HERHRIREIFHEOATERERCIET TR, Alt, BERETLUEFAXNRFRIEO.
Incorrect. While convenience is nice for most consumers, the Al Act legally mandates
transparency. Consumers are growingly conscious of and worried about ethical Al methods.
Transparency, therefore, promotes confidence in the system.

D) FIEf., BREARRTAFRAE. SEEBHMIEIAATERARFECR. SURERIIAREIE. &
MASERMRIESRERUR T 1L,
Incorrect. Transparency is not limited to making source code public. It includes clearly
outlining the Al's operational policies, data-usage, and decision-making. Building trust and
guaranteeing responsibility depend on this.
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— RN A TE RIS, REREARIE SRS, AT, BEEMRTEE
A, IAERTRERES S T A T T s,

RiE (ATEREER) | ZRRREFTEALRE?

A high-risk Al system is used in the recruitment process, automatically filtering candidates
based on their qualifications. However, the deployer has not implemented any mechanism
for human intervention or oversight in cases of questionable decisions.

According to the Al Act, does this system require human oversight?

A)
B)
9]

D)

A)

B)

9]

D)

2, EAATEEERRSETFEVENTR.

Yes, because human oversight is necessary for intervention in decision-making processes.

B, EAATEERER{FEAFAEANS.

Yes, because human oversight ensures compliance with fairness and transparency obligations.
A, BABTHRFSELAS T HET.

No, because automated systems are designed to function without human intervention.

R, BABBEERNERYBEAARNKEZEXE.

No, because recruitment processes do not involve critical safety risks to natural persons.

IF, (ATEREER) BRSNEATERARATRENEEY, DIRREEALTIIE, %551
RERRABFESRRSSNATEERTIART . 008t A, 510.235)

Correct. The Al Act emphasizes the importance of human oversight for high-risk Al systems to
ensure that there is a mechanism for human intervention, especially in scenarios where
decisions may be questionable or have significant impacts on individuals. (Literature: A,
Chapter 10.2.3)

ZTIETJ%., REATFHEMEPER (ATERER) NEESH, BEFEERKISSHEXIGE 4
ATHE,

Incorrect. While fairness and transparency are important aspects of the Al Act, human
oversight is only required when there is limited or high-risk.

RER, (ATERER) BEENEATESRARATIRENSEEY, DHREEATTIE, %
B R ERR ARSI N AT EERHNIAE T,

Incorrect. The Al Act emphasizes the importance of human oversight for high-risk Al systems
to ensure that there is a mechanism for human intervention, especially in scenarios where
decisions may be questionable or have significant impacts on individuals.

IEH, REBETRAIRZEN, B (ATERER) ERNEATERERRICEIITER
M, ATHREATFUMZEREEXAENT, FEATLRE, XERBIREFEXSEE,

Incorrect. While recruitment may not involve safety risks, the Al Act considers the ethical and
societal implications of Al systems. Human oversight is required to address concerns related
to fairness and transparency, which are critical in recruitment processes.

Artificial Intelligence

COMPLIANCE PROFESSIONAL

EXIN

£33 48 EXIN Artificial Intelligence Compliance Professional (AICP.CH) 78



=%IN

34/40
—RABEESHEH—MERAATERE (GPAI) &8, SR MERTEFRS B, REEE
RO ITEES. ZLABSERRERE (EU) LU, EHHESNEERRE D HIXRE.,

RiE (ATEREEER) |, AEEDHEIZGPARRELZ A, HIAREHEKAT?

A company prepares to launch a general-purpose Al (GPAI) model. The model can be
adapted for tasks such as customer service automation, content creation, and data analysis.
The company is based outside the European Union (EU) but plans to distribute the model
across several EU member states.

According to the Al Act, what is not required before distributing the GPAI model in the EU?

A)
B)
9]

D)

A)

B)

9]

D)

RSB ER—RFNAR, LIEENEER

Appoint an authorized representative in the EU to handle compliance matters
BTRREBRRIGEM, LA MR RIPRIEIRH THREY) 145

Comply with EU copyright regulations for model training with copyrighted data
TR, DISIESe S ma A EEN

Conduct a thorough audit to verify full conformity with all EU laws and regulations
KRB ATIIGGPAEERIFEASHE

Publish a detailed summary of the content used for training the GPAI model

ARIER. (EHANRERRERLIMOB N S ER e R BB (Eap— R IR, IR ENEE . ((ATER
EE) . B54R)

Incorrect. Any provider based outside the EU must appoint an authorized representative in the
EU to handle compliance matters. (Al Act, Article 54)

RIER. BMEGPARREIATREZLEAISHEIMIEITME, BIMRARRETIERAGE, WIRATIZAZ
RIFRBFEEEEK . ((AIEBREER) . BES3KREIF(OM)

Incorrect. Even though GPAI models do not require a full conformity assessment, they must
still comply with EU copyright laws, ensuring that protected content used in training respects
legal requirements. (Al Act, Article 53(1)(c))

I, AEsXBATERRAFTEEEIEHETE, MGPAREARTSMXEESI. Fit, %
RNEAFEHTEENEBIETE . O A, $35)

Correct. A full conformity assessment is required only for high-risk Al systems, and general-
purpose Al models do not fall under the high-risk category. Therefore, the company is not
required to conduct a full conformity assessment. (Literature: A, Chapter 3)

IEfA. 1RIE (ATEREER) . WALTRATIGERENFEREUERE . XIBRT7TEBE. ((AL
BREER) . B53%)

Incorrect. According to the Al Act, a summary of the data used for training the model must be
published. This ensures transparency. (Al Act, Article 53)
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—NMRARET—PATEERSE, BT LINKSATIUMSSER., SENBINET, RERSTET
RERNRE, AT TERE. —TUREERUTER:

- ZARREE R T EIaSIME R RIS,
- ZARRZ BRE R EIITHEXSAIEIVRIZ.

ZRLET (ATEREER) . NEMBRXLER, ZALRERTISO/IEC 238945/,
WRIEZIE, ZARNREU AR FESRARRIX LRI ?

An organization deploys an Al system for predictive maintenance for industrial equipment.
After several months of operation, the system generates a very high number of false alerts,
disrupting workflows. An investigation shows the following:

- The organization did not consider the dynamic environmental changes on the work floor.
- The organization lacks a formal process for reassessing risks after deployment.

The organization must comply with the Al Act. To help solve these issues, the organization
uses the ISO/IEC 23894 standard.

According to this standard, what should the organization do to address these issues?

A) FRUAAARNRIHAYS, LIRSERSFA RN

Conduct a human-centered design workshop to improve system usability
B) &it— M EAREHMEMRIERINCETERRE

Design a risk management process with ongoing evaluation and monitoring
C) #HTMELEFT, LIRBIFIRRETEEIRRE

Perform a cybersecurity audit to identify and address possible vulnerabilities
D) AEESM. ETHNRERESRATERRS, LIETES

Replace the Al system with a simpler, rule-based model for easier control

A) RIEH. 2RLUAATRIRITELSETRYE, BERERRERRRE: SHRBATERRFRZNE

MBEENAIX PG EE,
Incorrect. While human-centered design improves usability, it does not address the root
cause: a lack of dynamic and adaptive risk management for deployed Al systems.

B) IE#fi. ISO/IEC 23894 tRtERAE A TERERE N EMBHPIAGIS, NG EENEEY, BiF

HEEMER . EIMHEATLUEERASRRZAEERS . OLEk: B, 53.2, 3.45)

Correct. ISO/IEC 23894 highlights the importance of embedding dynamic, ongoing risk
management throughout the Al lifecycle, including post-deployment. A re-evaluation could
have adjusted the system before the high number of false alerts was generated. (Literature: B,
Chapter 3.2, 3.4)

C) AIEH, MNBZEAKITESHIRR. ZBRTEREFEREDFPNLEERNA T EERRATERE

EFNHERIER.

Incorrect. It is unlikely that cybersecurity causes the false alerts. This solution does not address

lifecycle risk management or the need for continuous re-evaluation of the Al system.

D) IEH. BMRGRE 7I1SO/IEC 23894FmEXR T IEIMTANXPEAER, MARKGFIZX
7Ko
Incorrect. Replacing the system ignores ISO/IEC 23894's emphasis on treating and reassessing
risks iteratively, rather than abandoning the technology.
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—RKAEFENEENTFERAALSRREFRERSHRITHFHIMNERTK . ZRFEFLIEX

%ﬁf)ﬁ%}_{ﬁu&m PSUE. ZEIMERFIFEHLEEEr . SRONEHEITAM, ZABERELEFT D ISR
2 .

RiE (ATEREER) |, SEEENRFAMRIFIXREWEXREE .
I AXEXREE ?

An Al system is used by a car fleet management company to track driver behavior and
forecast maintenance requirements. Large volumes of data, such as GPS locations, driving
patterns, and vehicle performance indicators, are gathered and processed by the system. A
recent audit found that the business had not put in place sufficient data protection
procedures.

According to the Al Act, data management and privacy protection are essential for this
business.

Why is this essential?

A) AR EEBITE SIS BIRMIEEER
Because it enables the business to prioritize business objectives and operational efficiency
B) EANEERERTHAFPEE, RETDALUE, HIHLIEREFNEE

Because it enhances user trust, safeguards personal data, and prevents unauthorized access
C) BEANEREHMR, BF (ATERIZEER) DJLUBRIEERRFIETETI

Because it is mandatory and complying with the Al Act avoids legal trouble and potential fines

D) EAEEIERAFRERNFEEREEIRNERER

Because it streamlines data gathering procedures by removing the need for user consent

A) RIEHA. SCHESUEEERMEAARIPAIFSESIEIBHERETEMZ L.
Incorrect. Implementing data management and privacy protection is not meant to help the
business to prioritize efficiency over compliance.

B) IEff. (AIFEEEE=R) BARIPDARFAMIRRCIELIEERE, SR THERMIAFIATERERS

BE, CLEk: A, 4.3, 44, 465)
Correct. The Al Act emphasizes protecting individual privacy and ensuring ethical data
management, which supports accurate and fair Al system operations. (Literature: A, Chapter
43,44, 456)

C) AIEf. 2EASHREE, B (ATEEER) TENETHRIPDARRFILERCIEIRE,
Incorrect. While compliance is important, the primary focus of the Al Act is on protecting
individual rights and maintaining ethical standards.

D) AiEf, (ATERGEZR) MEMIBXEIERIFENEKRAFRSMEIERF. EXLEREIFEN

ESELE:N
Incorrect. The Al Act and other relevant data protection regulations require user consent and
data protection. Bypassing these requirements is unlawful and unethical.
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RiE (ATEREER) [, ATERERSEHITARSERMESE?

According to the Al Act, which use of an Al system fits the classification of limited risk?

A)

B)

9]

D)

A)

B)

9]

D)

SEMEIZEFPGIE—REIIRIIIREA, ERERPFEEATERE.

A chatbot designed to assist customers with general inquiries, which is programmed to
disclose it is an Al.

BFEAZAT (BlaiRE7) e TERHRBIRARIRBIRS,

A facial recognition system used for real-time identification of customers in public spaces,
such as a mall.

—MEFIZH IR, BRHETERELER T EICRINEES,

A medical diagnostic tool that assists doctors by giving treatment recommendations based on
patient data.

EITENSRERIIATERRSR, ZFERELLER EXA RS T,

An Al system that operates an autonomous vehicle, which drives on public roads without
human supervision.

I, (ATEREER) BSAFENEXNF]. ZEsEENFREEATNENIATEERS
KAERXE . BMNERETERENS, NSMAFEESATERRSER . @i A, 53.3
)

Correct. The Al Act categorizes Al systems that interact with users but do not have significant
potential to impact rights, safety or legal obligations as limited risk. They must comply with
transparency obligations, such as informing users they are interacting with an Al system.
(Literature: A, Chapter 3.3)

IEfE, RIBRAEAMIHANRER, ZRFEERTENG, EEAERELL, FEAENEMAMEEES
l]l'l']]o

Incorrect. Depending on the decisions taken after identification, this system will fall under
high risk or may even be forbidden, due to its implications for privacy and surveillance.
AIEH. ZTEBTEXKMNA, RAZATEERRFMIERRIIREEHE.

Incorrect. This tool falls under high-risk application because the Al system deals with health
and safety data.

RIEfE, BVSRERHTREEMMATERESHRAIN, BANZESXEE,

Incorrect. Autonomous vehicles are considered high risk due to safety concerns and the
impact of possible accidents.
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—xEWFEFA—NBTHENATERRS. ZA TEERTGREFERTIGREZIMHL
RERFRENEHE S EEIFENIR. ZATEERGGEIRRSRELR .

RiE (ANTEREER) | RATEERFRERNISET I E5?

A business develops an Al system for education. The Al system will determine if a student
gets access to materials, is admitted to a school, or gets assigned to a class. The Al system
will be provided via cloud services.

According to the Al Act, in which category should the use of this Al system be classified?

A)
B)
9]

D)

A)

B)

9]

D)

RAEZRIXG
Unacceptable risk
=XBEAY

High-risk
BIRXEHT
Limited-risk
RXPEEZXFEAY

Minimal or no-risk

TIERR., WERATREFEEAMMPIATERRR, AINENIHENNESR, R (ALTS6E

) WAXIEXK, MAREL, RACIZEFEERMIMIRELNGE.

Incorrect. Al systems that can have large impacts on natural persons, such as access to

education, are classified as high-risk under the Al Act, not prohibited, as they are regulated

with strict requirements rather than outright banned.

IFff, SEHMEZHENSHATERRRNXAENE, BACNATUEESINFERREEEREH

%‘@Eﬁmﬁiﬂﬂ XM IREARE, Ok A, $3.3, 345, (ATEREER) |, $6%
(FF=) )

Correct. Al systems designed to assess access to education should be classified as high-risk,

because they can have a large impact on natural persons. Al is directly influencing whether a

student can access educational resources or be admitted, which affects their fundamental

rights. (Literature: A, Chapter 3.3, 3.4; Al Act, Article 6(Annex IIl))

AERE. BIRXEATEREEEATERERAAIIRTIERA, HEFRFEHAHEE N ARFEAN Y
KERREETEE N AR EZHENZIMIATERSF. XHESXEE,

Incorrect. Limited-risk Al includes Al-powered chatbots, recommendation systems, or Al
assistants that do not make critical decisions about people’s rights or opportunities and have
the potential to exclude persons from access to education. This poses a high level of risk.

IERS, (EXBGD R BRI A TEERFERAEENS, BACENTAHREZEES
ZHMIBES T RERI B HERE KSR

Incorrect. A low-risk classification does not accurately reflect the potential risks associated
with this type of Al system, as its ability to exclude persons from access to education may
have large consequences for them.
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—HRALFRT—TAETENMUBBRIATERRS . EHEES, BNKILATERE

- B ISGSIRFFEADSIT R, RENERERELHERES SAURIEAITOIRERRE .
- BAl, RENEBEERESCRERXT IR IEILH A LS XS E R DAIXBE o

ZARAIEST ( ANTEREEE) . NEERRXLEE, ZERERTISO/IEC TR 2436817/ .

WRiEZE, ZARNREUT AREFERARRIX L RIRR ?

An organization has developed an Al system for automated hiring. During testing, the team
finds the following:

- The system consistently scores candidates from certain ethnic backgrounds lower,
because there is demographic bias in the training data.

- Currently, there is no internal review process or feedback mechanism from relevant
parties that could have pointed the risk of this specific bias out.

The organization must comply with the Al Act. To help solve these issues, the organization
uses the ISO/IEC TR 24368 standard.

According to this standard, what should the organization do to solve these issues?

A)
B)
9]

D)

A)

B)

C)

D)

BlE— SRS, LIRRADSITZREFIRS Y

Create a synthetic dataset to address demographic imbalances and improve fairness
SHEERE, LURERFAI AR AN H

Implement transparency to increase the system'’s explainability and accountability
DN3EEYENINE SCRH R A Rl Hl R Lt B

Strengthen data encryption practices and use access control to prevent breaches
ER— M AFIEERE AR CEEZR IS ATBE

Use an ethical framework with stakeholder input to evaluate human rights issues

TEW, 2MEASHBEHTEBRRLER  CREFBREFZCEAIERTRNZOER , It
A, EXRBE TR ISO/IEC TR 24368 R AR —E% -

Incorrect. Using synthetic data alone does not ensure bias mitigation and fails to address core
requirements around ethical Al development. Moreover, it is not part of the ISO/IEC TR 24368
standard being referred to.

FEWH, BERAEHTEEZRAMENLATE, CEFERERASZHEXETEME . BRXLRBHHE
KARREMBOEFRERRE .

Incorrect. Transparency does not directly address fairness, ethical review processes, or stakeholder
inclusion as required. The relevant solution to solve the issues is implementing an ethical review
process.

FEH, BABTMBNFEZFINTERRAEERLEXEE , BelEFLNRBLEX . EEXNE
RAUREHBOETERE .

Incorrect. While data encryption and access control are critical for ensuring information security, they
are not relevant to the issue at hand. A more relevant focus would be on implementing an ethical
review process.

IEW5, 1SO/IEC TR 24368 BIAMEMER, ANKER, FRMEXESEURATIERTRPAFHENEE
%, BEYRCEREREE T RAMEFEEN , XERENZORNERF . (B :B, %42, 43
=)

Correct. ISO/IEC TR 24368 emphasizes the importance of ethical frameworks, human rights practices,
stakeholder involvement, and fairness in Al development. Establishing an ethical review process helps
identify and mitigate discrimination, aligning with the standard’s core principles. (Literature: B,
Chapter 4.2, 4.3)
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—RATEEEIATFR T —MERALER (GPAI) &8, ZEEERAFIRIELRASH
1TllsR, SEHENE. HRISMAMRERILT. Kffa, ZARKEI—RIFERAEREN, BR
I IRIRIRFAN. (IP) SRR THRE) |5k,

EXMERT, MIZREH AFEFERRIFANRN?

An Al startup develops a general-purpose Al (GPAI) model, trained on publicly available
online content, including news articles, research papers, and social media posts. After
launching, the company receives a legal notice from a group of authors claiming their
intellectual property (IP) was used for training the model without authorization.

What should be done to protect IP rights in this case?

A) ERGPAREEIFFETFRFEM, FRI RGNS
Argue that the GPAI model qualifies as open-source, and is exempt from copyright
compliance obligations

B) 1RIE ( ATEREER) TKEEFER, RARBSEATTIRN, FUrEEmiuEs
Claim fair use under the Al Act, since the content was publicly available, and continue using
the dataset

C) MEREESFUERBIZENATEREMEL, LIBRENERRE
Delete the Al-generated outputs containing similarities to the disputed works to avoid
infringement claims

D) iCRADZGPANIGEUERRIFMES, BIEHAL, LIBMREMM
Document and share details of the GPAI training dataset, including provenance, to ensure
compliance

A) RIEffE, FRRATEREREUIRTRRAGIENBEESEIEIAL, NASBENRIRRINENSS.
Incorrect. Open-source Al models are not automatically exempt from copyright compliance if
they pose systematic risks or are monetized.

B) RIEfE. (ATEREER) TMRESEGERHR. AFTBNRSIEEZRNRIF.

Incorrect. The Al Act does not provide a fair use exemption. Publicly available content may still
be protected by copyright.

C) AIEff, (ATEREER) FEHEX(IRESZRURIFERAVBEIMESRMIR A TE8eERRTE .
Incorrect. The Al Act does not mandate the deletion of Al-generated outputs based solely on
similarity to copyrighted works.

D) IEfa. RYIE (ATEREEAZR) $53%, HNEWRICRIGIRE, FHEXTEHREOFTUFINFHMHE
B, (XX#k: A, $E35)
Correct. Under Article 53 of the Al Act, providers must document the training process and
include detailed information on the data's provenance and characteristics. (Literature: A,
Chapter 3)
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WTREAFEFRNIERSR, HEEERA.

[ = f 3 [ =f 3
1 B 21 C
2 B 22 D
3 A 23 B
4 A 24 C
5 D 25 A
6 C 26 D
7 A 27 C
8 A 28 D
9 C 29 A
10 A 30 D
11 D 31 C
12 B 32 A
13 A 33 A
14 B 34 C
15 A 35 B
16 B 36 B
17 A 37 A
18 D 38 B
19 C 39 D
20 B 40 D
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